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Definition 0.1 (Vector Space). A vector spaceV is a set (over a field F) that
comes with an addition (+) and a multiplication with scalars (-) such that

1) v+weV forallv,weV,

(2) a-veV forallveV and foralla € F.

The addition must satisfy the following properties:

(Al) v+w =w+v forallv,w e V.

A2) u+ (v+w) = (u+v)+w forallu,v,w e V.

(A3) Thereexistsa 0 € V such thatv+ 0 =v forallv e V.

(A4) Foreveryv €V thereexists —v € V such thatv + (—v) = 0.

The multiplication with scalars must satisfy the following:
M1) (a+p)-v=a-v+p-vforalla,f € F and forallv € V.
M2) a-(v+w)=a-v+a-wforalla € F and forallv,w € V.
M3) a-(B-v)=(apf)-vforalla,p € Fand forallv e V.

(M4) Thereexists1 € F such thatl-v =v forallv e V.
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Example.
The subset
P={(r,y,2) ER® |z +y+ 2 =0}

is a vector space over R.

In particular, for every (xy, y1, 21), (2, Y2, 22) € P, we have

(14 2) + (1 +12) + (21 + 22) = (x1 + 91 + Zl)/"‘ (w3 + y2 + 2’2)12 0,
0 0

8O (21,Y1, 21) + (T2, Y2, 22) = (21 + T2), (Y1 + ¥2), (21 + 22)) € P.

Additionally, for every a € R and for every (z, vy, z) € P, we have

art+ay+az=a(lr+y+z2)=0,
0

soa - (z,y,2) = (ax,ay,az) € P.

Definition 0.2 (Subspace). A subspace S of a vector spaceV is a subset of
V that is also a vector space.

Example. P :={(z,y,2) € R® |z +y+ 2z =0}is asubspace of R>.



Definition 0.3 (Span). The span of a set of vectors {v., . ..,v,} in a vector
spaceV (over ) is defined by

span{vy,...,v,} == {ag v+ -+ a, v, | ag,...,q, € F}.

P = {(z,y,2) eER* | o +y+2=0}
= {(v,y.—y—2) R’ |2,y € R}
= {z-(1,0,-1)+y-(0,1,-1) | z,y € R}
= span{(1,0,-1),(0,1,-1)}



Definition 0.4 (Linear Independence). A set of vectors {vy,...,v,} in a
vector spaceV (over T) is linearly independent if

v+ tayv, =0

holds only foray, = --- = «,, = 0.

The set {vy,...,v,} is linearly dependent if
a1+ tayv, =0

holds for some a, . .., «, € F notall zero.

Example. The set {(1,0,—1), (0,1, —1)} is linearly independent, because

0= Qg - (1707 _1) + g - (Oa 17 _1> = (a17a2a —Q1 — a?)
= a1 =ay=0.

On the other hand, {(1,0,-1),(0,1,—1), (=5, 3,2)} is linearly dependent,
—_———— ——— ——

V1 v2 v3

—5'Ul+3'vg = V3.



Definition 0.5 (Basis). A basis B for a vector space V' is a set such that
(1) span B = V, and

(2) B islinearly independent.

e span{(1,0,-1),(0,1,-1)} = {(z,y,2) e R¥ |z + y + z = 0}.

e {(1,0,—1),(0,1,—1)} is linearly independent.

{(1,0,-1),(0,1,—1)} is a basis for P := {(z,y,2) € R* | z +y + z = 0}.



Theorem 0.6. Let B, and B, be two bases for a vector space V. Then

#B1 = #DBs.

Example' {<17 07 _1)7 (07 17 _1)} and {(_17 07 1)7 (_17 17 O)}
are both bases for P := {(z,y,2) € R® | x + y + 2z = 0}.

Definition 0.7 (Dimension). The dimension of a vector spaceV is defined

by
dimV = #B,

where B is any basis for'V.



