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Recently, many studies have centered around developing algorithms for large-scale optimiza-

tion problems by identifying a small subset of the constraints and/or variables and solving

the resulting smaller optimization problem instead. Such small subsets are known as “core

sets.” For a certain class of optimization problems, one can explicitly compute such a small

subset with the property that the resulting optimal solution is a close approximation of the

optimal solution of the original problem. Such problems mainly include geometric optimiza-

tion problems such as minimum containment, clustering, and classification. In this talk, we

review the recent results in this area and provide a unifying framework. In particular we

discuss how the existence of small core sets forms a basis for the design of efficient algorithms

for large-scale optimization problems.
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