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A front-tracking method is developed for the particle-resolved simulations of droplet evaporation and
combustion in a liquid-gas multiphase system. One field formulation of the governing equations is solved
in the whole computational domain by incorporating suitable jump conditions at the interface. Both
phases are assumed to be incompressible but the divergence-free velocity condition is modified to ac-
count for the phase change at the interface. A temperature gradient based evaporation model is used. An
operator-splitting approach is employed to advance temperature and species mass fractions in time. The
CHEMKIN package is incorporated into the solver to handle the chemical kinetics. The multiphase flow
solver and the evaporation model are first validated using the benchmark problems. The method is then
applied to study combustion of a n-heptane droplet using a single-step chemistry model and a reduced
chemical kinetics mechanism involving 25-species and 26-reactions. The results are found to be in good
agreement with the experimental data and the previous numerical simulations for the time history of
the normalized droplet size, the gasification rate, the peak temperature and the ignition delay times. The
initial flame diameter and the profile of the flame standoff ratio are also found to be compatible with
the results in the literature. The method is finally applied to simulate a burning droplet moving due to

gravity at various ambient temperatures and interesting results are observed about the flame blow-off.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

The evaporation process is of fundamental importance in vari-
ous natural and industrial processes. It plays a vital role to shape
our atmosphere and environment, directly affecting our daily life
activities. The quality of human health is also dependent on this
phenomena by managing the heat content of the body. A lot of
industrial applications are primarily based on the evaporation pro-
cess, e.g., cooling towers, distillation plants, spray combustion to
name a few. In our recent paper, a front tracking method is devel-
oped for the particle-resolved simulation of evaporation process in
a multiphase system [1]. A detailed review is also presented there
about the progress in the development of different modeling ap-
proaches, numerical methods and solution algorithms for the sim-
ulations of the phase change processes focusing particularly on the
evaporation process.

The combustion of fuel droplets in the spray combustion is an-
other striking application where evaporation produces fuel vapors
which subsequently react with the oxidizer to form the products
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of combustion. The quality of combustion is critically dependent
on the atomization, the evaporation and the proper mixing and re-
action of the fuel and the oxidizer. In particular, the evaporation
and combustion of droplets in fuel sprays have been the area of
immense interest for decades due to its industrial and defense im-
portance. Researchers have mostly tackled this problem by study-
ing the evaporation and combustion of a single droplet system
as a base case and a first step towards the understanding of the
overall spray combustion phenomena. Modeling of the evaporation
process is the first step to achieve this objective for which differ-
ent multiphase flow modeling techniques have been proposed in
the literature. These methods include the marker and cell method
[2], VOF [3], level set method [4,5], phase field method [6], dif-
fuse interface method [7], lattice Boltzmann method [8] and front
tracking method [9-11]. The front-tracking method developed by
Tryggvason and coworkers [11] is a promising technique to model
multi-fluid flows that has been extended by various researchers to
model the phase change phenomena, e.g., evaporation and boiling
[1,12-17] and solidification [12,18-21]|. The front tracking method
has also been successfully applied to track the flame front of a pre-
mixed flame [22], mass transfer and chemical reaction [23,24]. The
front tracking method offers several advantages such as its concep-
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tual simplicity, sharp representation of the interface, small numeri-
cal diffusion and its ability to include multi-physics effects [12]. Its
main drawback is probably the difficulty to track the Lagrangian
marker points and maintain communication between the Eulerian
and Lagrangian grids in curvilinear and unstructured grid [72]. In
addition, the topological changes are not handled automatically,
rather special treatment is needed where fluid regions merge or
breakup.

The pioneering study about the fuel droplet evaporation and
combustion was performed in early 1950s by Godsave [25]. He ex-
amined the burning of an evaporating droplet suspended at the tip
of a fine quartz fiber and interpreted his results successfully based
on the assumption that the rate of burning is not controlled by
the chemical reaction rates. This assumption greatly simplified the
analytical treatment of the combustion of the fuel droplets. Spald-
ing [26] conducted a detailed experimental study and showed that
transfer or diffusion of mass and energy of the fuel vapor should
be one of the controlling factors for the combustion process. The
validity of these assumptions were critically analyzed in the later
studies by numerous authors [27-33] and various advanced evap-
oration models were proposed [34-36]. Following these landmark
studies about evaporation and combustion of droplets, the vapor-
ization of single/multiple water, alkane and alcohol droplets have
been studied experimentally by various researchers under normal
or microgravity conditions [37-41]. They reported the effects of
ambient pressure and temperature, convective currents and initial
droplet size on the droplet equilibrium temperature, evaporation
rate, droplet life time, and drag coefficient.

Various computational models and numerical techniques have
been proposed in the literature to simulate the evaporation and
burning of fuel droplets, and the experimental results are often
used as the benchmark test cases to validate these numerical
methods. Miller et al. [42] numerically evaluated different droplet
evaporation models through comparisons with the experimental
measurements. They observed that the constant properties as-
sumption can be safely used in simulations provided that the prop-
erties of both the gas and the vapor phases are calculated at either
the wet-bulb or boiling temperature. The literature reports the nu-
merical studies for the evaporation and burning of n-heptane [43-
47], decane [41,48] and methanol [49,50] droplets under various
operating conditions as a first step towards the simulation of spray
combustion in engine like environment. Some of the above men-
tioned studies are performed using the detailed transport models
with the detailed chemical kinetics mechanisms and variable ther-
modynamic properties [44-46,49] while the others involve various
simplifying assumptions such as an overall single-step irreversible
reaction, constant thermodynamic properties, constant Lewis num-
ber and the ideal gas behavior [41,47,48,50]. It is argued that these
simplifying assumptions are well justified to test the numerical as-
pects during the algorithm design and code development phase.

In this paper, a front tracking solver is developed for the
particle-resolved simulations of droplet evaporation and burning.
The phase change component of the method is first validated
against the classic d%-law. The method is then applied to simu-
late the evaporation of a n-heptane droplet to further validate the
evaporation model and the results are found to be in good agree-
ment with the analytical [51], the experimental [40] and the pre-
vious numerical results [43]. The phase change solver is then ex-
tended to incorporate the combustion process following the evap-
oration as a first step towards the development of a computa-
tional framework for the direct numerical simulations of spray
combustion which is the main novelty of this article. An operator-
splitting approach [52-55] is used to advance the temperature
and the species mass fractions in time. The chemical kinetics in
the gas phase is handled using the CHEMKIN package [56,57] in
the operator-splitting framework. The method is successfully ap-
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Fig. 1. The schematic illustration of a drop in an axisymmetric configuration.

plied to study the combustion of a n-heptane droplet using a sim-
ple single-step chemistry model and a reduced detailed chemical
mechanism involving 25-species and 26-reactions. The combustion
is initiated by artificially increasing the temperature locally near
the droplet to ignite the fuel vapors in both the single-step and de-
tailed chemistry simulations. It is demonstrated that, once the fuel
is ignited, the combustion proceeds in a smooth fashion maintain-
ing the spherical symmetry of the flame. The time histories of the
normalized droplet size, the gasification rate and the peak tem-
perature are found to agree well with the previous numerical re-
sults [44,58]. In addition, the ignition delay times for a burning
n-heptane droplet are also computed and the results are found to
exhibit an excellent agreement with the results of Stauch et al.
[45] for different gas phase temperatures. The initial flame diame-
ter and the profile of flame standoff ratio also verify our numerical
results qualitatively. The method is finally applied to a n-heptane
droplet falling under the action of gravity at various ambient tem-
perature conditions. It is observed that the ambient temperature is
a vital parameter that controls the flame blow-off/extinction.

The rest of the paper is organized as follows. The mathemati-
cal formulation is briefly described for an evaporating and burning
droplet in a multiphase system in the next section. The numeri-
cal solution procedure is discussed in Section 3 with a particular
emphasis on the treatment of the phase change and combustion.
In Section 4, the numerical method is first validated using vari-
ous benchmark test cases and then applied to study combustion
of n-heptane droplet using a single-step and a detailed chemistry
models. Finally, conclusions are drawn in Section 5.

2. Mathematical formulation

The governing equations are presented here in the framework
of finite difference/front tracking (FD/FT) method. Consider an in-
compressible liquid-gas multiphase system in an axisymmetric
configuration as shown in Fig. 1. One-field formulation of the gov-
erning equations can be used throughout the domain as long as
the jumps in the property fields are properly handled across the
interface and surface tension effects are taken into account appro-
priately [11]. Then the conservative form of the momentum con-
servation equations can be written for the entire computational
domain as
dpu

W-FV-(,OUH) =-Vp+pg+ V- -u(Vu+Vu")

+ /GKnS(x—xp)dA, (1)
A
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where u and g are the velocity and the gravitational acceleration
vectors, respectively, p is the pressure, t is time and p and u are
the discontinuous density and viscosity fields, respectively. The last
term on the right hand side represents the body force due to the
surface tension, where o is the surface tension coefficient, « is
twice the mean curvature, and n is a unit vector normal to the in-
terface. The surface tension acts only on the interface as indicated
by the three-dimensional delta function § whose arguments x and
Xxr are the point at which the equation is being evaluated and a
point at the interface, respectively.

For a multiphase system with a phase change, the incompress-
ibility condition of the divergence-free velocity field (V -u=0)
does not hold at the interface where the phase change occurs.
Rather, it is modified at the interface to account for the phase-
change/mass-transfer, so the continuity equation becomes

V.ou= /(Ugfl.ll)'nS(X*Xl")dAF,
A

1 1 1
=—| ——-— §(X —Xr)qrdAr, 2
hlg(pg ,01>/A( r)qrdAr (2)

where the delta function makes the continuity equation non-zero
at the interface and zero elsewhere. In Eq. (2), hjg is the latent heat
of vaporization and g represents the heat flux per unit time at
the interface. Subscripts I', | and g represent the interface, the lig-
uid and the gas phases of a multiphase system, respectively. Since
there is a change of phase at the interface, therefore the velocity
field is discontinuous and ug and w; are unequal. The difference
between the velocity of the liquid and the velocity of vapor is re-
lated to the evaporation rate (nmir) and the velocity of the phase
boundary (ur) through the mass jump condition given below. The
discontinuous velocity field is incorporated into Eq. (1) while solv-
ing the Poisson equation for the pressure field in the projection
method. The mass and momentum jump conditions at the inter-
face are

pi(w—ur) -n = pg(u; —ur) - n = nir, (3)

mr(ug —u) = (Tg— 7)) -n— (pg— p)Nn+ 0ok, (4)

where ni is the mass flux per unit time across the interface and
T is the viscous stress tensor.

The energy equation can be written for the whole domain by
incorporating the effects of phase change and chemical reaction
and is given by

apcyT
ot

4V pc,Tu=V kYT — A / 5(X — Xr)GrdAr
A
3 b (D) )
a=1

where T is the temperature, ¢ is the specific heat at constant pres-
sure and k is the thermal conductivity. The second term on the
right hand side incorporates the thermal effects of phase change
into the energy equation where the coefficient A = (1 - (cpg—
cpv,)Tsat/h,g) is a constant which modifies the latent heat h,‘g due
to unequal specific heats of the liquid and gas phases. Subscript
sat denotes the saturation value of the variable. The last term in
Eq. (5) represents the total heat source as a result of chemical re-
action, where €2, represents the production rate of pY, as a re-
sult of chemical reactions and H,/(T) represents the enthalpy of the
species component «. Y, is the mass fraction of the species com-
ponent « and ng is the total number of species in the system.

The species mass fraction Y, evolves in the whole domain ac-

cording to the following convection-diffusion equation

dpYy
at

+ V. pYou=V.pDyVYy + Sy + Qa.
a=1,2 .. n;, (6)

where D, is the mass diffusion coefficient and S, is the produc-
tion rate due to evaporation of the species component «. In the
present study, a single component fuel droplet is considered so S,
would be valid for fuel only (denoted by Sp) whereas €2, involves
all the species involved in the chemical reaction. Species equation
is solved in the gas domain outside the liquid droplet for all the
species involved in the chemical reaction.

The energy and species jump conditions must be satisfied to
ensure the energy and mass conservation across the interface.
These are:

. . oT oT
mrh, = qr = kg‘ —k |, (7)
on . on .
. . aY
mrY" —mrY; + pgDy 3l = 0. (8)
r

The chemical kinetics is briefly described here only for a single-
step mechanism without loss of generality since it includes all the
essential ingredients as far as the numerical method is concerned.
The overall reaction for the oxidation of a fuel can be expressed by
the following global reaction mechanism

F+aOx — bPr , (9)

where one mole of fuel reacts with a moles of oxidizer to produce
b moles of products. The oxidizer is air which is assumed to be
composed of 21% O, and 79% N, (by volume), i.e., for each mole
of O, in air, there are 3.76 moles of N,. For a global reaction given
by Eq. (9), the rate of fuel consumption can be expressed as [51]

d[dXtF] = —G(T)[X¢]"[Xox]™, (10)

where [X;] denotes the molar concentration of the ith species in
the mixture and G is the global rate coefficient which is a strong
function of temperature T. The minus sign indicates that the fuel
concentration decreases with time. Molecular collision theory can
be used to derive an expression for the rate coefficient for bimolec-
ular reactions. If the temperature range of interest is not too great,
the bimolecular rate coefficient can be expressed by the empirical
Arrhenius form as

G(T) =Aexp(—Ex/RT) , (11)

where A is a constant called the pre-exponential factor or the fre-
quency factor, E4 is the activation energy and R is the general gas
constant [51]. For a hydrocarbon fuel CxHy, the stoichiometric rela-
tion can be written as

CeH, + a(0; + 3.76Ny) — xCO, + (y/2)H,0 +3.76aN, . (12)
where
a=x+y/4 (13)

In general, the chemical kinetics is expressed in terms of ordinary
differential equations (ODEs). The main difficulty arises from the
fact that the ODEs are highly non-linear and extremely stiff.

Finally, we assume that the material properties remain constant
following a fluid particle, i.e.,

Dl_o- Di_. gk_o. %_0. DDO‘
Dt~ Dt Dt~ " Dt Dt

where 2 = % +u-V is the material derivative.

=0, (14)
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Fig. 2. (a) The schematic illustration of an interface on an Eulerian mesh. (b) The staggered grid used for the solution of the governing equations. The location of the storage

of the flow field variables and material properties are also shown.

The governing equations are solved in their dimensional
forms however some results are presented in terms of the non-
dimensional quantities. The relevant non-dimensional parameters
for this study can be expressed as

ol 2 Mg HCp
= —; =—,; Sc= ; Pr="—=;
v P ¢ Mg PgDa k
Re = Lgusls; St = 7Cp'g(T°° — Tsat) , (15)
g hlg

where y and ¢ represent the density and the viscosity ratios, re-
spectively. Sc, Pr, Re and St are the Schmidt number, the Prandtl
number, the Reynolds number and the Stefan number, respectively.
Note that us and [; in Eq. (15) are appropriately selected velocity
and length scales, respectively, and t; = I;/us be the time scale.

3. Numerical solution procedure

The flow equations are solved fully coupled with the energy
and the species conservation equations on a uniform, Eulerian,
staggered MAC grid using a finite-difference/front-tracking method
[11-14,59]. In this method, the interface (or front) is represented
by connected Lagrangian marker points and is tracked explicitly
[11,12,59]. Each marker point moves with the local flow velocity in-
terpolated from the neighboring stationary regular Cartesian Eule-
rian grid, in addition to the velocity induced by the phase change,
Eq. (18) and (19). A piece of the interface between two adjacent
marker points is called a front element. The schematic represen-
tation of the Lagrangian grid on the background Eulerian mesh is
shown in Fig. 2(a). The pressure, temperature, species mass frac-
tions and all material properties are stored at the cell centers,
whereas, the velocity components are stored at the cell face cen-
ters on an Eulerian grid (Fig. 2(b)).

The Indicator function I(X, t) tracks different phases of a multi-
phase system in the computational domain both in space and time,
and is defined as:

_}J 1 indroplet phase,
Ix.t) = { 0 in bulk phase.

The indicator function I(x, t) is computed at each time step using
the standard procedure as described in detail by Tryggvason et al.
[12,59], which involves solution of a separable Poisson equation.
The material property fields are then updated at each time step as
a function of indicator function I(x, t) as follows

p = plX,t) + pg(1 - 1(X, 1))
wo= (X, ) + g (1 = I(X, 1));
k =kl t)+ks(1-1(X1));
0Cp = PiCp (X, £) 4 pgCpg(1 —I(X, t));

(16)

Dy = Dag(1-1(x.1)). (17)

Surface tension forces as well as heat and mass fluxes are cal-
culated at the Lagrangian interface. These quantities are required
on the Eulerian grid while solving the momentum, energy and
species conservation equations, respectively. Likewise, the veloci-
ties are available at the Eulerian grid and we need them at the
Lagrangian marker points for the advection of the interface. This
communication between the background Eulerian mesh and the
Lagrangian interface is performed in a conservative manner using
Peskin’s distribution function [60]. The details of this mechanism
in the framework of FD/FT method can be found in the literature
[11,12,59]. The standard symmetric Peskin’s distribution function is
modified for implementing the fuel vapor mass fraction boundary
condition at the interface as discussed in Section 3.4.

The interface is moved by updating the location of the marker
points at each time step. The interface marker points move with
the velocity interpolated from the Eulerian grid as well as the ve-
locity due to the phase change as given below

dx
= = Unmr, (18)
where

1 gr {1 1
Up==(+u) - n— —| —+— ). 19
n= 5 W+ 2h,g<pl pg) (19)

In Eq. (19), u; and ug are the liquid and gas phase velocities, re-
spectively, evaluated at the interface using one sided interpolation.
The interface restructuring is also performed at each time step to
keep it smooth and within the prescribed resolution limits. The
finite-difference/front-tracking method for a multiphase system in-
cluding the effects of phase change has been discussed in details
by various authors [1,11-15,59]. The flow and phase change solvers
are briefly described here for the sake of completeness and the
continuity of the article. Emphasis is placed on the chemical kinet-
ics solver and its coupling with the multiphase phase solver, which
is the main novelty of this article.

3.1. Flow solver

The flow equations are solved on a staggered Eulerian grid.
The spatial derivatives are discretized using a second-order cen-
tral differences for all the field quantities except for the convective
terms for which a third-order QUICK scheme [61] is used. The time
integration is performed using a projection method proposed by
Chorin [62]. Following Unverdi and Tryggvason [11], the momen-
tum equations can be written in the form:

pn+lun+1 _ pnun

— Al _
At =AT-Vp

(20)
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Fig. 3. (a) The schematic diagram illustrating the computation of Tg, T; and the temperature gradient for the kth marker point of the interface. (b) Computation of the

interface length As, corresponding to the kth marker point.

where A represents the advection, diffusion, gravitational and the
surface tension force terms. Superscript n indicates the current
time level. The projection method decomposes the above equation
as
pn+lu* _ pnun
=A", 21
AT (21)
pn+1un+1 _ ,O"HU*
At
where u* is the unprojected velocity field obtained from Eq.
(21) by ignoring the effects of pressure. To solve for the pressure
field, we take divergence of Eq. (22) to obtain a non-separable
Poisson equation for the pressure, i.e.,
1 _V.our - V.utt!

VS vp= At : (23)

= -Vp, (22)

For V -u™!, we use Eq. (2) as

Voo L(1_1 [/S(X_x)q' dA ]Ml (24)
e\ 2 "o )L r)qraAr )

where ¢r is computed at (n+ 1) time level. We substitute Eq.
(24) into Eq. (23) and solve the resulting Poisson equation for pres-
sure using the multigrid solver MUDPACK [63] as described by
Tryggvason et al. [12]. Finally the velocity field at the next time
level, u™!, is computed using Eq. (22) as:

At

n+1 _ g%
u =u er—] p.

(25)
The above algorithm is first order accurate in time. However, it can
easily be extended to achieve a formally second-order accuracy us-
ing a predictor corrector scheme as described by Tryggvason et al.
[12,14]. The first order method is employed here because the tem-
poral discretization error is generally found to be negligibly small
compared to the spatial error mainly due to a small time step im-
posed by the numerical stability of the present explicit scheme.

3.2. Temperature gradient based evaporation model

Referring Fig. 3, the heat flux per unit time across the kth
marker point of the interface is computed by applying the energy
jump condition (Eq. (7)) as

aT | i

. oT
dr, = kg%

_kl%
g

(26)

[

where I'j represents the kth marker point of the interface. A
first-order accurate one-sided finite difference discretization of Eq.
(26) yields [14,64]

1
dr, = oy ke(Ty = Toa) = ki (T =T, (27)

where Tg and T; are the temperatures approximated at points
(x*,y*) and (x~,y~) using a bi-linear interpolation, as shown in
Fig. 3(a). These points are at a distance nh, normal from the kth
marker point (X1, ¥1). In Eq. (27), h is the uniform grid spacing and
n scales the length of the probe and can be selected between 1
and 2 without any significant effect on the results [14,15,18]. For
the current study n = 2.

Having found ¢r, , the evaporative energy source term, i.e., the
second term on the right hand side of Eq. (5), is first evaluated
at the interface and then smoothed onto the neighboring fixed
grid nodes in a conservative manner. Following Tryggvason et al.
[12,59], for smoothing an interface quantity, say ¢r, onto fixed grid
node (i, j) in two-dimensions, we must have

[ orsras= [ @00 an (28)
As AA
which is approximated for an axisymmetric configuration as
T As
DI (29)
k b

where 1y and r; ; are the radial coordinates of the kth marker point
and the grid node (i, j), respectively, Asy is the length of the piece
of the interface between the centers of the front elements shar-
ing the kth marker point and is calculated as shown by the thick
lines in Fig. 3(b), and Wg‘_j is the weight of the fixed grid node (i,
j) corresponding to the kth marker point and is calculated using
the Peskin’s cosine function [60]. The weights must also satisfy the
consistency condition

owk, = 1. (30)
ij

To find the evaporation source term representing the production
of fuel vapors, S¢, the evaporation mass flux per unit time rmr, is
needed which is calculated as

iy, = C/ITZ (31)
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Fig. 4. Block diagram illustrating the general flow of information in CHEMKIN and its relationship to an application program.

3.3. Combustion of an evaporating fuel droplet

Combustion of a fuel droplet involves a large number of highly
non-linear chemical reactions with a wide range of time scales
making the chemical kinetic equations notoriously stiff. CHEMKIN
[56,57] is a powerful tool to incorporate the gas-phase chemical
kinetics into the fluid dynamics simulations. CHEMKIN, in com-
bination with a general-purpose stiff ordinary differential equa-
tion integration package, VODE [65], is used to simulate the burn-
ing of fuel vapors in air produced as a result of evaporation of
fuel droplet. Information about elements, species, chemical reac-
tion mechanism and thermodynamic data is required as an in-
put. This information is provided using two input files: chem.inp
and therm.dat. The CHEMKIN interpreter reads this symbolic in-
formation and create two output files: chem.bin and chem.out. The
chem.bin file is a binary linking file containing the information on
the chemical elements, species, reactions and thermodynamic data
extracted from the chem.inp and therm.dat whereas chem.out is a
text-format output of the interpreter containing all the details re-
lated to chemical reaction and an information about any error oc-
curred while generating the binary linking file. chem.bin is then
used in combination with the CHEMKIN library, VODE, and a driver
file specifying the type of problem and the relevant initial condi-
tions to solve the problem for the desired output data, e.g., the
temperature and species fields in our case. A general structure of
the CHEMKIN package is shown in Fig. 4.

The whole set of governing equations are solved coupled with
the gas-phase chemical kinetics. The continuity condition, Eq. (2),
must be satisfied during the process. The Navier-Stokes equations
are solved as explained in Section 3.1. The solution of the energy
and species equations is advanced in time using a splitting scheme
[52,55] that computationally decouples the chemistry and the CFD
components. The chemistry part is first solved for the evolution of

the species and temperature fields in the domain from t" to t"*!

IpcpT ¢
e = 2 Saba(T), (32)
a=1
dpYy :
o = S a=12...1n;. (33)

This step is performed using CHEMKIN in combination with VODE
[65]. VODE uses time-implicit backward difference methods to in-
tegrate the chemistry component and utilizes adaptivity in the or-
der of accuracy and sub-cycled time-step selection so that an ab-
solute error tolerance of 1071 in mass fractions is maintained
throughout [52]. In the second step, the CFD components of the
energy and species equations are advanced in time using an ex-
plicit Euler method. All spatial derivatives in the energy and
species equations are approximated using second-order central dif-
ferences except for the convective terms where a 5th order WENO-
Z [66] scheme is used. This splitting scheme is first order accurate
and is consistent with accuracy of the overall solution procedure.

3.4. Boundary conditions at the interface

Temperature is specified as the Dirichlet boundary condition at
the interface following the procedure described by Gibou et al.
[67] and Sato and Niceno [68]. For the implementation of fuel
mass fraction boundary condition at the interface, two different
approaches are discussed in our previous article [1]. It was con-
cluded that the strategy that adds the evaporation mass flux as a
source term to the species equation, following the adsorption layer
concept developed by Muradoglu and Tryggvason [69,70] for treat-
ing soluble surfactant, is easy to implement, is numerically effi-
cient and yields better results as compared to the one that imposes
the species mass fraction at the interface directly as the Dirichlet
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boundary condition [67,68]. So the fuel vapors produced at the in-
terface due to evaporation are distributed onto the fixed grid fol-
lowing the adsorption layer concept of Muradoglu and Tryggva-
son. This constitutes the evaporative source term for the fuel vapor
mass fraction Sg in Eq. (6). The procedure is briefly described here.
The evaporative source term So‘u (S'FU for fuel vapors) at grid node
(i, j) is approximated as [12,59]

- . k Tk ASI
Sozivj = Z kaWi,j T': jhz(a (34)
k )

where the weight should satisfy the consistency condition, Eq.
(30), in order to conserve the total source strength in going from
the interface to the grid. The weight for the grid node (i, j), for
smoothing a quantity from the kth marker point, can be written
as

~k
we .
W= oo (35)
> ZjW,;j
The non-normalized weight is obtained as a product of one-
dimensional distribution functions, i.e.,

Wy = W G, — i)Wy, — jh), o

where (ry.yr,) is the coordinate of the kth marker point and the
distribution function W is a slightly modified version of the Pe-
skin’s cosine function [60,69,70] defined as

W (x) = {6&(1 +C05(”7X)) if x| <A and I < 0.5,

. 37
otherwise, (37)

where A is the width of the layer onto which rir, is distributed as
a mass source, and is selected as A = 2h in the present study. We
also checked for A = 3h but no considerable effect on the output
parameters is observed.

3.5. Overall solution procedure

The overall solution procedure is briefly outlined below:

i. Heat and mass fluxes per unit time for the marker points, g{.
and mf., are computed using temperature and species fields
at time level n, using Eq. (27) and Eq. (31), respectively.

ii. gf is distributed onto the fixed grid using the Peskin’s dis-
tribution function [60].

iii. The procedure described in Section 3.4 is used to handle the
species mass fraction boundary condition at the interface.

iv. Interface is advected and the coordinates of marker points
for the next time level, n + 1, are obtained by integrating Eq.
(18) as x’lL“ =X} + At (upnr)", where uy, is computed using
Eq. (19).

v. Indicator function I"*! is computed based on the new inter-
face location, x’Il”. Then (pcp)™t! field is evaluated based
on the updated indicator function of ["+1,

vi. The CHEMKIN solver is triggered at this stage to solve the
chemical kinetic mechanism for a particular chemical reac-
tion in combination with the VODE and Egs. ((32) and (33))
using the temperature and species fields of the time level
n. The output of this step is the updated temperature and
species fields that will subsequently be used while solving
the energy and species equations for the time level n + 1.

vii. The CFD components of the energy (Eq. (5)) and species (Eq.
(6)) equations are then solved for the updated temperature
T™1 and species Y"1 fields, respectively.

viil. q';“ is calculated for the time level n+ 1 and distributed
onto the fixed grid following the steps i - ii.

ix. Next, the flow equations are solved for the new velocity
field, u™t!, as discussed in Section 3.1. We need the sur-
face tension term while solving the Navier-Stokes equations.

We compute the surface tension for each front element at
time level n and distribute it onto the neighboring fixed grid
nodes using the Peskin’s distribution function [60].

x. The material property fields are updated for the time level
n+ 1 using Eq. (17).

xi. The Lagrangian interface grid is restructured at each time
step to keep the interface smooth and the front element size
within the prespecified limits.

4. Results and discussion
4.1. Axisymmetric multiphase solver

This section aims to validate the front tracking multiphase
solver in an axisymmetric configuration. A section of the droplet is
actually simulated by exploiting the axisymmetry condition along
the z-axis. The set of governing equations, (Egs. (1), (5) and (6)),
are used with gr = Sy = €4 = 0 in combination with the incom-
pressibility condition V -u = 0 satisfied throughout the domain.

The validation case simulates the gravity driven falling droplet
in a straight channel for which numerical results are available in
the literature [71,72]. An initially spherical liquid droplet of di-
ameter d is centered at (r., z:) = (0, 13.75d) in a rigid cylinder
filled with an ambient fluid. Due to higher density of the droplet
as compared to the ambient fluid, the droplet accelerates down-
wards. The computational domain is 5d and 15d in the radial and
axial directions, respectively. At the cylinder walls no-slip bound-
ary conditions are applied whereas the axisymmetry conditions are
applied at the centerline. The problem is governed by four non-
dimensional parameters, namely, the E6tvés number Eo = g,(p4 —
00)d? /o, the Ohnesorge number Ohy = j14/+/pqdo, the density ra-
tio y = py/po and the viscosity ratio ¢ = j4/io. The Ohnesorge
number for the ambient fluid is defined as Oh, = o/+/ podo. The
subscripts ‘d’ and ‘o’ denote the properties of drop and ambient
fluids, respectively. The computational domain is resolved by a 512
x 1536 uniform Cartesian grid. For all the results presented here,
the physical properties are selected to have the non-dimensional
parameters as: Oh; = 0.0466, Oh, = 0.05, y = 115 and ¢ = 1
The axial component of the gravitational acceleration, gz, is varied
to achieve the desired Eo numbers as 12, 24, 48 and 96. The time
and centroid velocity are non-dimensionalized by the time scale
/d/g; and the velocity scale \/@ respectively. First, the results
are presented for the shape evolution of the droplet as it moves
down the channel for Eo = 48 and 96. The qualitative comparison
with the results of Han and Tryggvason [71] shows excellent agree-
ment with some minor discrepancies as shown in Fig. 5. Next, the
comparison is made for the non-dimensional centroid velocity V*
of the falling droplet as shown in Fig. 6. An excellent quantitative
agreement is also observed with the results of Han and Tryggva-
son [71] for Eo = 12 and 24. However, some deviations are seen
for higher Eo numbers, which are mainly due to the fact that the
drop shape is deformed substantially as Eo increases and in cer-
tain regions numerical resolution is not good enough to capture
the full physics of the problem. Also, the numerical approximations
and the restructuring of the interface for highly deformed geom-
etry may have contributed towards these deviations. The volume
conservation error is also plotted in Fig. 6. As can be seen, the er-
ror is less than 0.2% for all the studied cases.

4.2. Temperature gradient based phase change

After validating the multiphase solver, the temperature gradi-
ent based phase change process is incorporated into the numeri-
cal method as described in Section 4.1. The governing equations,
Eqs. ((1), (5) and (6)), are solved in combination with the modi-
fied continuity equation, Eq. (2), in the front tracking framework.
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(a) Eo = 48 (b) Eo = 96

Fig. 5. Comparison of the present results (blue) with the numerical results of Han
and Tryggvason [71] (red) for the evolution of drop shapes as it moves down the
channel under the gravitational force for E6tvos numbers (a) Eo = 48 and (b) Eo
= 96. The other non-dimensional parameters are Ohy = 0.0466, Oh, = 0.05, y =
1.15 and ¢ = 1. The first and last interfaces are plotted for case (a) at t* = 5.59 and
44.72, and for case (b) at t* = 3.162 and 34.78. The gap between two successive
drops in each column represents the distance the drop travels at a fixed time inter-
val. Grid: 512 x 1536. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

In this section, chemical reaction is not yet included, therefore, Q,
is set to O in Egs. (5) and (6). Numerical implementation details
particular to this process are explained in Section 3.2.

4.2.1. Validation test - d?-law

This case simulates a static liquid droplet of initial diameter
d, evaporating in a hot gaseous environment. An axisymmetric
droplet is centered at (0, 5d,) in a domain of size 5d, and 10d, in
the radial and axial directions, respectively, as sketched in Fig. 1.
The domain is discretized using 256 x 512 uniform grid cells.
The temperature of the droplet is initialized as Tsq: and stays fixed

0.4

Solid lines: Han and Tryggvason
Dashed lines: Present results

0.35 Eo=12

0.3

0.25

0 10 20 30 40 50 60

%
(a)

during the whole simulation, whereas the gas phase temperature
is initialized as Tg which evolves as the simulation proceeds. The
same initial gas phase temperature is set as the wall temperature
boundary condition. At the interface, Ty, is applied as the Dirich-
let interface temperature boundary condition following the strat-
egy discussed in Section 3.4 [67,68]. The length and time scales
are selected as d, and d2 /oy, respectively, where oy is the thermal
diffusivity of the gaseous phase.

Numerical results are presented and compared with the ana-
lytical solution for the variation of normalized d? with the non-
dimensional time t* for various Stefan numbers. The analytical so-
lution is available in the combustion textbooks [51,73] for this clas-
sical phase change problem, termed as d?-law, and is expressed
as
dd? 8k
dt OiCpg
The numerical and analytical results match very well for all the
studied cases as shown in Fig. 7(a). However, a slight difference
exists between the slopes of the analytical and the numerical re-
sults. One striking reason for this difference is the fact that as the
droplet gets smaller and smaller, grid resolution of the droplet gets
worse and results deviate from the analytical solution. Second, in
the analytical solution it is assumed that droplet evaporates in an
infinite domain whereas, in numerical simulations, the computa-
tional cost restricts the domain dimensions to a finite size. We nu-
merically experimented with different domain sizes for St = 0.025;
the numerical results approach the analytical solution as we in-
crease the domain size, as shown in Fig. 7(b). Another reason may
be the volume conservation error (negative error in our case) asso-
ciated with the front tracking solver itself, as shown in Fig. 6. This
supports and is consistent with the slightly higher slopes in the
numerical results. The results are expected to be further improved
by grid refinement and by using stretched grid or adaptive mesh
refinement.

Next, the results are presented for a n-heptane droplet evapo-
rating in a quiescent nitrogen environment. This case is studied ex-
perimentally by Nomura et al. [40] in a microgravity environment,
and has been used by various researchers as a benchmark case to
validate their phase change solvers [43]. Fig. 8 shows the results of
the normalized d? variation with t/d? where d, is the initial drop
diameter. Two separate cases are studied with different initial gas
phase temperatures T,. The domain size is 2.5d, and 5d, in the ra-
dial and axial directions, respectively, and resolved by 192 x 384
uniform grid cells. The temperature inside the droplet is initialized

In(1 + St). (38)

0.05

—Eo=12

-0.05

-0.15

Percentage change in drop volume

10 20 30 40 50 60

t
(b)

Fig. 6. (a) Comparison of the non-dimensional centroid velocity V* of a falling droplet with the numerical results of Han and Tryggvason [71] for Eo = 12, 24, 48 and 96. (b)
The volume conservation error is plotted against the non-dimensional time t*. The error is less than 0.2% for all the cases. The non-dimensional parameters for this study
are Ohy = 0.0466, Oh, = 0.05, y = 1.15 and ¢ = 1. Grid: 512 x 1536. (For interpretation of the references to color in this figure legend, the reader is referred to the web

version of this article.)
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Fig. 7. (a) Comparison of the analytical and numerical results for the normalized d? plotted against the non-dimensional time for St = 0.025, 0.05 and 0.1. The computational
domain is 5d, and 10d, in the radial and axial directions, respectively. Grid: 256 x 512. (b) The effects of the computational domain size on the numerical results for St =

0.025. The results are obtained for the domain sizes of (2.5d,, 5d,), (5d,, 10d,) and (10d,, 20d,) in (r, z) coordinate directions, respectively. The respective grid resolutions
are: 128 x 256, 256 x 512 and 512 x 1024. (y = 5 and ¢ = 10).
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Fig. 8. The square of the normalized droplet diameter against the scaled time for
an evaporating n-heptane droplet. The present results are compared with the ex-
perimental data and the previous numerical results as well as with the classical
d?-law for two different initial gas phase temperatures and diameters. Insets show

two snapshots from the experimental results of Nomura et al. [40] during the evap-
oration process. (y = 100 and ¢ = 10).

as 300 K whereas initial gas phase temperature Ty is applied as the
Dirichlet temperature boundary condition at the walls. The density
and viscosity ratios are set as 100 and 10, respectively. Higher den-
sity ratio is also tested but no significant effect on the results is
observed. The gas phase thermophysical properties are evaluated
at the boiling temperature and are assumed to stay constant dur-
ing the whole simulation as suggested by Miller et al. [42]. As seen
in Fig. 8, the present numerical results are in good agreement with
the numerical results of Zhang [43]. Also, the present results over-

all follow the trends of the experimental results, however, some

deviations are observed especially in the initial stages of the evap-
oration process. The possible reasons are highlighted below.

1. As shown in the inset of Fig. 8, the snapshots of the evaporat-
ing droplet taken during the experiments [40] reveal that the
droplet is far from a spherical shape in the experiment whereas
it remains nearly spherical throughout the numerical simula-
tions.

. In the experiments, the droplet is generated at the tip of a silica
fiber whereas no such effects are considered in the numerical
simulations. In the literature, several experimental and numer-

ical studies are available to show the influence of supporting
fiber on the droplet heat and mass transfer [32,74,75].

3. In the experiments, the droplet is introduced into the hot en-
vironment by translating it through some distance which may
have introduced some convective currents. This is probably the
reason for the flat portion seen at the start of the experimen-
tal results, as also argued by Zhang [43]. Also, the liquid needs
to reach its saturation temperature which may have produced
initial plateau on the d? curve.

4. Another possible reason may be the fact that in the numerical
study, the gas phase thermo-physical properties are evaluated
at the boiling temperature and are assumed to stay constant
during the whole simulation, as suggested by Miller et al. [42].
However, the numerical experiments suggest that this assump-

tion produce negligible changes, as also confirmed by the vali-
dation results described in the later sections.

The order of accuracy of our numerical algorithm has been
demonstrated in our previous study to be around 1.5 for a static

evaporating droplet and unity for the extremely deformed moving
evaporation droplets [1].

4.3. Combustion of an evaporating droplet

Finally, the combustion of an evaporating droplet is simulated
by incorporating the CHEMKIN package into our phase change
solver as explained in Section 3.3. Accurate incorporation of the
CHEMKIN package is first verified using a standard test case of the
hydrogen-air combustion under the constant pressure conditions
[57]. The results reported in the manual [57] for the species mole
fractions and temperature are exactly reproduced using the cur-
rent solver. This verifies the accurate incorporation of the chemi-
cal kinetics solver (CHEMKIN) when triggered from our main code.
To test the full functionality of the code, i.e., the correct coupling
of the multiphase phase change and combustion solvers, compre-
hensive test cases are simulated that involve the combustion of

an evaporating droplet in quiescent hot air environment using a
single-step and a detailed chemistry models.

4.3.1. Single step chemistry

The evaporation and combustion of a n-heptane droplet is
studied and the numerical results are compared with the pre-
vious numerical results [44,58] and the experimental data [76-
78]. We made some simplifying assumptions for this analysis: The
Marangoni, Soret and Dufour effects are neglected, radiative heat

291
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Fig. 9. Grid convergence study: The profiles of (a) the species mass fractions and (b) the temperature plotted along the horizontal centerline computed using 256 x 512
(coarse) and 512 x 1024 (fine) grid resolutions at t/d? = 0.09375 s/mm?. The insets show the magnified views around the sharp gradients. The small difference between the
results obtained using the coarse and the fine grid resolutions indicates the grid convergence. (For interpretation of the references to color in this figure legend, the reader

is referred to the web version of this article.)
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Fig. 10. (a) Comparison of the present and the previous numerical results for the variation of the normalized d?> and the fuel gasification rate x for an evaporating and
burning n-heptane droplet with the scaled time t/d2. The gasification rate x approximately attains a steady state value at t/d2 = 0.15s/mm? for the present case. (b) The
peak values of the gas phase temperatures plotted against t/d? and compared with the previous numerical results. The present results approach a steady state value whereas
results of Jin and Shaw [58] continue to decrease. The initial droplet diameter is d, = 0.4 mm. Grid: 256 x 512.

transfer is not taken into account and a local thermodynamics
equilibrium is assumed to be attained at the droplet interface.
We assume a single-step chemistry with constant thermodynam-
ics properties and unity Lewis number for all the species. In addi-
tion, an ideal gas behavior is assumed in the gas phase. The global
single-step chemical mechanism for n-heptane can be written as

C7H16 + 1102 — 7C02 + 8H20 . (39)
A section of n-heptane droplet is actually simulated by exploit-
ing the axisymmetry condition at the centerline as schematically
shown in Fig. 1. The initial diameter of the droplet is d, = 0.4 mm
and is placed at the centerline with the center point coordinates
as (ro, zo) = (0, 2) mm. The computational domain is 5d, and
10d, in the radial and the axial directions, respectively, and is re-
solved using 256 x 512 uniform grid cells. The droplet tempera-
ture is initialized as the boiling point of the n-heptane, i.e., T, =
T, = 371.6 K. The initial fuel vapor mass fraction at the interface
is 1 whereas all other species mass fractions are initialized as 0;
the same values are applied as the species mass fraction boundary
conditions at the interface throughout the simulations. The tem-
perature in the ambient air is initialized uniformly at 500 K. The
gas domain is assumed to be pure air composed of 79% N, and
21% 0, by volume. The evaporation of n-heptane droplet produces

fuel vapors around the droplet which react with the oxidizer in the
air to produce the combustion products. Eq. (6) is solved for all
the species in the gas domain at each time step to obtain an up-
dated species field. At the domain boundaries, the temperature and
species boundary conditions are 500 K and pure air, respectively. It
is observed that the fuel-air mixture does not automatically ignite
unless the ignition energy is supplied by artificially increasing the
temperature locally using an external heat source. In the present
study, the temperature is increased to 1800 K in the gas domain
around the droplet for 50 time steps subjected to the conditions:
YC7H16 > 0.01 and Yo2 > 0.01. Once the fuel is ignited the combus-
tion proceeds in a smooth fashion.

First a grid convergence study is performed; results are pre-
sented for species mass fractions and temperature for two grid
resolutions: 256 x 512 and 512 x 1024, as shown in Fig. 9.
Species mass fraction profiles almost overlap for the two grids
used whereas the temperature profile shows a small difference
near the peak. Hence the 256 x 512 grid resolution is used for
the rest of the study unless specified otherwise. Results are then
presented for the variation of normalized squared-diameter (d/d,)?
and the fuel gasification rate x with the scaled time of t/dg, as
shown in Fig. 10(a). The fuel gasification rate is defined as x = -
d(d?)/dt, where d is the instantaneous droplet diameter. As seen
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Fig. 11. The contour plots of temperature (top row), oxygen mass fraction (middle row) and nitrogen mass fraction (bottom row) showing their evolution in time for an
evaporating and burning n-heptane droplet at (from left to right in each row) t/d? = 0.00375, 0.0084, 0.0343 and 0.1875 s/mm?. The initial droplet diameter is d, = 0.4 mm.

Grid: 256 x 512. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

in Fig. 10(a), the present numerical results compare well and gen-
erally follow the trends of the previous numerical study [58]. The
difference observed, which is more significant at the initial stages,
is attributed mainly to the differences in the computational and
operating parameters, e.g., the domain size, thermophysical proper-

ties, the ignition heat source strength and its duration, etc. During
the course of the simulation there is an initial vaporization phase
at the beginning when fuel vaporizes but there is no combustion.
Once sufficient amount of heat is supplied, the ignition starts and a
partially premixed flame first develops near the droplet which then
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Fig. 13. The flame diameter (d;) and the standoff ratio (d;/d) plotted against t/d?
for a burning n-heptane droplet (d, = 0.4mm). The flame diameter approaches to
a steady state value provided that the computational domain is sufficiently large.
However, the standoff ratio is expected to increase till the whole droplet is burnt
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Fig. 14. The constant contour plots of temperature (left portion) and OH mass frac-
tion (right portion) for a burning n-heptane droplet at t = 5.5 ms using the reduced
chemical kinetic mechanism of Maroteaux and Noel [79]. The gas phase tempera-
ture is T; = 500 K and pressure p = 10 atm. The domain size is 5d, and 10d, in the
radial and the axial directions, respectively. (d, = 0.4mm; Grid: 256 x 512.). (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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Fig. 15. The detailed chemistry calculations of the ignition delay time t;z, for the n-
heptane droplet. The present results are plotted together with the numerical results
of Stauch et al. [45] for various gas phase temperatures (T) at the fixed pressure of
p = 7 atm. The computational domain: 2.5d, x 5d,; d, = 0.4 mm; Grid: 128 x 256.

transforms into a diffusion flame. The close proximity of the flame
induces excessive droplet vaporization, pushing the flame outwards
[44]. This transient phase with high vaporization/gasification rates
results in a fast reduction in the droplet area, i.e., d2. These trends
are clearly visible for both the results of (d/d,)?> and x during
the early stages of combustion as shown in Fig. 10(a). Similar
trends are also reported by Cho and Dryer [44] during the un-
steady burning phase. In contrast, the numerical results of Jin and
Shaw [58] show a more extended ignition delay time and low gasi-
fication rate at the initial stages. This is mainly due to the two
reasons. First, the heat source for igniting the fuel droplet is ap-
plied after a longer initial vaporization phase as compared to the
present study due to which the gasification rate is much lower dur-
ing that initial phase; that phase is not visible in the results of the
present study. Second, the strength of the ignition heat source is
weak as compared to the present study therefore the peak gasi-
fication rates attained are lower when compared to the present
results. The peak temperatures produced in the gas domain as a
result of chemical reaction are plotted and compared with the pre-
vious numerical results [58] in Fig. 10(b). This figure shows that a
temperature spike is produced as the reaction starts which grad-
ually smooths out to a steady state value. The similar observation
is also reported by Cho and Dryer in their numerical study about
n-heptane droplet burning [44]. Fig. 11 shows the temperature and
species mass fraction contour plots for oxygen and nitrogen at four
different instants during the droplet burning showing their evolu-
tion in time during the course of combustion. A flame is produced
which diffuses outwards maintaining the spherical symmetry. Pro-
files of the species mass fractions and temperature at z = 5d, are
plotted in Fig. 12. The peak temperature marks the location of the
flame front: to the left of this point there is no oxidizer and to the
right there is no fuel. All the fuel transported to the flame front
is burnt to produce the combustion products. There is an equilib-
rium between the fuel gasification and consumption, termed as the
steady state condition; the flame temperature being constant dur-
ing that condition.

The initial flame diameter d; obtained in the current study is
approximately 1 mm which continuously increases before reaching
a steady state value. This trend is shown in Fig. 13 along with the
flame standoff ratio (dg/d). For this particular test case a bigger
computational domain is used so that the flame size can reach a
steady state value. The computational domain is 10d, and 20d, in
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Fig. 16. Contour plots of temperature (top row) and OH mass fraction (bottom row) for a burning n-heptane droplet at t = 3.0 ms using the reduced chemical kinetic
mechanism comprising of 25-species and 26-reactions [79]. The domain size is 5d, in radial and 15d, in axial directions where the initial diameter d, = 0.4 mm and p = 10
atm. Grid: 256 x 768. The gas phase temperature Ty is varied to analyze the effects on the flame extinction/blow-off. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this article.)

the radial and the axial directions, respectively, and is resolved us-
ing 512 x 1024 grid cells. It is observed that the ignition starts with
a standoff value of 2.5; this is consistent with the previous numer-
ical studies [44,58]. The standoff value follows the trend of flame
diameter but continues to increase linearly as expected, and more
quickly towards the end of droplet life time, because the droplet
diameter d is continuously decreasing.

4.3.2. Detailed chemistry calculations

Finally, simulations are performed for the evaporation and com-
bustion of a n-heptane droplet using a detailed chemical kinetic
model. For this purpose, the reduced chemical kinetic mechanism
of Maroteaux and Noel [79] is incorporated into the numerical al-
gorithm to rigorously test the functionality of our solver. The re-
duced mechanism includes 25 species and 26 reactions.

We first consider the evaporation and burning of the n-heptane
droplet case described in Section 4.3.1 but the simulations are
now performed using the reduced chemical kinetic mechanism of
Maroteaux and Noel [79]. The constant contours of the tempera-
ture and the OH mass fraction are plotted side by side sharing the
common centerline as shown in Fig. 14. The contours of the maxi-
mum temperature and the OH mass fraction coincide to mark the
location of the propagating flame front, which is quite expected as

both quantities are widely used to determine the location of the
flame front in the combustion literature [51]. To verify our results
quantitatively, a test case is simulated to determine the ignition
delay times (t;z;) during the autoignition of a n-heptane droplet
under isobaric conditions for various values of the gas phase tem-
perature Tg. In contrary to our previous simulations, there is no
localized artificial heating of the gas domain near the droplet in
this particular test case since we are focusing on the autoignition.
Comparison is made with the numerical results of Stauch et al.
[45] who also studied a similar case to analyze the effect of gas
phase temperature on the ignition delay times. The results com-
pare very well as shown in Fig. 15 despite the fact that there are
some differences in the physical and computational settings for
the two compared cases. Also, Stauch et al. [45] used a more de-
tailed chemical mechanism as compared to the present study. It is
observed that the ignition delay time is a strong function of gas
phase temperature and decreases as the gas phase temperature is
increased. The computational cost analysis is also performed for
the case with Ty = 2000 K. It is found that approximately 85% of
the total computational time is utilized by the CHEMKIN solver.
Next, the method is applied to simulate the case of a burn-
ing n-heptane droplet moving in a gaseous ambient environment
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under the action of gravity with the Eotvos number Eo = 62.08,
the Ohnesorge number for droplet Oh; = 0.14 and the Ohnesorge
number for ambient fluid Oh, = 0.082. The density and viscosity of
the ambient fluid (air) are increased in solving the flow equations
mainly to enhance the numerical stability, i.e., the density and the
viscosity ratios are set to y = 33.33 ¢ = 10, respectively, in the hy-
drodynamics calculations. We note that a further increase in the
density and viscosity ratios does not affect the computational re-
sults significantly. The actual physical material properties are used
in the thermo-chemical calculations. A droplet of initial diameter
d, = 0.4mm is placed at the centerline with the center point co-
ordinates (1o, zo) = (0, 11.25d, ). The domain size is 5d, and 15d, in
the radial and axial directions, respectively; and is resolved using
256 x 768 grid points. Pressure in the domain is set as 10 atm
and gas phase temperature Ty is varied from 400 K to 1000 K for
different test cases. Artificial heat source is applied to ignite the
fuel as explained in Section 4.3.1. The same section describes the
implementation of temperature and species mass fraction bound-
ary conditions. Fig. 16 shows the contour plots of temperature and
OH mass fraction at t = 3.0 ms. It is observed from the plots that
the gas phase temperature controls the extinction/blow-off of the
flame. For low ambient temperature, i.e., Tg = 400 K, the flame ex-

tinction has started at the front section of the droplet as shown by
the contours of the OH mass fraction. This is also supported by the
low temperature region produced at the front face of the falling
droplet. For the rest of the cases, the flame is intact as shown by
the OH mass fraction which marks the location of flame front; the
temperature contours also surround the droplet supporting the ex-
istence of flame.

The temperature and the OH mass fraction contours are then
plotted at time t = 5.5 ms to observe the flame characteristics of a
moving droplet at a later stage for different values of Tz as shown
in Fig. 17. The flame blow-off occurs for the cases with Ty = 400 K
and 600 K, since the ambient temperature is not high enough to
keep the flame burning once it is artificially ignited initially. How-
ever, for large values of Tg, sufficient energy is continuously avail-
able to sustain the chemical reaction and hence flame exists result-
ing high temperatures that envelope the droplet. It is interesting to
note that a moving droplet that is burning as well deforms more
as compared to the one that just evaporates as shown in Fig. 17.
The present results also verify the applicability of our numerical
method to significantly deformed burning droplets in the engine-
like environment with good degree of accuracy.
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5. Conclusions

A finite-difference/front-tracking method is developed to simu-
late the evaporation and combustion of a fuel droplet in a gaseous
ambient environment. A one-field formulation of the governing
equations is solved on a fixed, uniform and staggered grid. The in-
terface is represented by a Lagrangian grid consisting of connected
marker points that are tracked explicitly. The Navier-Stokes equa-
tions are solved using a projection method satisfying the modi-
fied continuity equation; that modification arises due to the phase
change at the interface. A splitting scheme is employed to decouple
the chemical kinetics and the CFD components of the energy and
species conservation equations. The chemistry part is solved using
the CHEMKIN package in combination with the stiff ODE solver of
VODE. The solution for the temperature and species mass fraction
is advanced in time using an explicit Euler method. Peskin’s inter-
polation function is used to communicate between the fixed grid
and the interface.

First, the base multiphase solver is successfully validated for
the gravity driven falling droplets studied computationally by Han
and Tryggvason [71]. The temperature gradient based phase change
solver in then incorporated into the multiphase solver and results
are compared with the analytical solutions, the experimental data
and the previous numerical studies. The d?-law is demonstrated
for a static evaporating droplet case for various Stefan numbers.
The n-heptane droplet evaporation is then simulated and results
are compared with the experimental data as well as the previ-
ous numerical results with good degree of accuracy. The evapo-
rated fuel vapors then undergo chemical reaction with the am-
bient air to produce the reaction products. We successfully used
a simple single-step as well as a detailed chemical kinetic mech-
anism for simulations of the n-heptane fuel droplet combustion.
The gasification rate, normalized d? and peak temperatures com-
pare well with the previous numerical results; the discrepancies
arise mainly due to slight differences in the computational domain
setup, the operating parameters and the chemical kinetic mecha-
nisms. The constant contours and the line plots of the temperature
and the species mass fractions qualitatively confirm the accuracy of
our results. The initial flame diameter and the flame standoff ratio
also compare well with the previous studies. The numerical results
of the ignition time delay for a n-heptane droplet combustion for
different ambient temperatures show an excellent agreement with
the previous numerical results of Stauch et al. [45]. The method
is finally applied to a n-heptane droplet moving due to gravity in
various ambient temperature conditions yielding interesting results
about flame blow-off. Ambient temperature is found to be a influ-
encing parameter in this regard. The numerical method is overall
second order accurate in space but it is a known fact that the spa-
tial accuracy reduces to first order for the global mass conservation
mainly due to the smoothing of discontinuous fields such as evap-
oration mass source in the vicinity of the interface. The present
numerical results can be compared with the experiments only in a
qualitative sense because a real burning droplet experiences vari-
ous degrees of motion relative to the gas and contains a significant
amount of soot in the flame envelope which is not considered here
[44]. The more detailed chemistry and variable transport and ther-
modynamic properties are expected to further enhance the quality
of our results.

The present work lays the foundation for direct numerical sim-
ulations of spray combustion in actual compression-ignition engine
conditions. Towards this ultimate goal, the future work includes
extension of the present numerical method to full 3D geometries
as Muradoglu and Tryggvason [70] did for the simulation of soluble
surfactant. The computational cost is expected to approximately
scale with the 3rd dimension.
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