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INTRODUCTION

Fuzzy linear regression (FLR), was proposed by Tanaka and coworkers  in 
1982. Many different fuzzy regression approaches have been proposed by 
different investigators since then [22-24]The Tanaka and Kandel[18,25] 
approach  is still one of the most  frequently used analysis due to its use of 
linear programming and its simplicity.

The formulation of Model Based control (MBC) depends heavily on the quality of the 
model chosen. It is therefore of greatest importance  to select a model structure and a 
set of model parameters where there are a great deal of uncertainty as well as vague 
phenomena  to obtain a model with sufficient predictive precision. So, this presentation
considers the parameter estimation problem of MBC model formulated based on fuzzy 
linear programming which utilizes  fuzzy parameters consisting of an ordered pair  
which describes the center and width of the fuzzy parameters respectively and suggests
the control strategy to the control of  stable and unstable systems.
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FUZZY ARX MODEL PARAMETERIZATION BY FUZZY LINEAR REGRESSION
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The Auto-Regression model with eXogenous input or ARX model for identification has 
been considered as in Eq(1). And then This model was built using fuzzy linear 
regression techniques and non-fuzzy output data.

In our approach we develop a parameterization of the plant that is affine in the 
unknown parameters. The “computed variable” is given by the model.
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Where is the “computed or estimated value of the variable yi

are known functions of states (x) 
are the p number of unknown parameters of the model to be 

determined.
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In this study , was assumed to be a symmetric triangular 
fuzzy number with center  and half-width, ,  

pA
pα pc 0≥pc

Fig.1:Fuzzy Parameter A

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧ +≤≤−−−

=⎟
⎠
⎞⎜

⎝
⎛

otherwise                           0         
jcjjajcj,     j/cjaj1

jaAj

ααα
µ



The estimation problem is basically a problem of finding
estimates for the parameters Ap.

one takes estimate Ap which minimizes an L1 norm.

( ) ∑ −=−=
=

M

k
kk ŷyŷyAJ
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Then the fuzzy linear regression model can be rewritten as follows:
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The following linear  programming (LP) formulation was employed to estimate Fuzzy
parameters as follows
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where J is the total fuzziness of the fuzzy regression model. The h-value is between 0 and 1, which is h 
threshold level to be chosen by the decision maker. This term is referred to as a degree of fitness of the fuzzy 
linear model to its data.



If this approach is applied to the controlled plant with ARX model, estimated controlled values of the system are 
obtained as follows.
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Thus, for a sequence of last M measurements from the ith instant, the output estimate for the regression model can be 
written as:
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J is minimized subject to:
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When we consider for the set of observed values of nonfuzzy input and nonfuzzy output of the process  with the expression 

( )AfY ,* ϕ= the symmetrical triangular membership functions before as described

With

In vector notation, the fuzzy parameter A can be written as

( )tpααα ,,1= ( )tpccc ,,1=

reduces to an ordinary number, like general ARX model parameters. And then this model can be applied any MPC 
technique to predict the output of the process.
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(8)

(9)



FUZZY L1 norm  CONTROLLER DESIGN:

Most single-input single-output (SISO) plants, when considering 
operation around a particular set point and after linearization can be described by

( ) ( ) ( ) ( ) ( ) ( )tezCtuzBztyzA d 111 1 −−−− +−=

Where u(t) and y(t) are the control and output sequence of the plant and e(t) is a zero mean white noise. A,B ve C 
are the following polynomials in the backward shift operator z-1:

Where d is the dead time of the system. This model is known as a Controller Auto-Regressive Moving Average (CARMA) model.

It has been argued[26] that for many industrial applications in which disturbances are non-stationary an integrated CARMA(CARIMA) model I
is more appropriate. A CARIMA model is given by
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For simplicity in the following the C polynomial is chosen to be 1. 
Notice that if C-1 can be truncated it can be absorbed into A and B 

To establish the Fuzzy L1 norm control algorithm is supposed that a model of the linearized plant is expressed in terms of the
following  FCARIMA model general form.
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Definition 1: FCARIMA model in which C-1 was truncated can be rewritten as the fuzzy linear regression model and 
on the basis of this strategy, the problem is reduced to an associate discrete-time Fuzzy L1 norm regulation  
problem for the performance index, for which a fictitious static-state feedback controller needs to be computed. 
Proposed equation is shown as follows
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Where J is the total fuzziness of the FCARIMA  model. If we write again J clearly,
Where w(k) is 
the reference 
trajectory point

J is minimized subject to,
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Where M is the number of samples and h is the degree of fitting chosen by 
the decision-maker. The degree of fitting, h for a fuzzy linear system as 
opposed to R2 for non-fuzzy linear regression which ranges between 0 and 1 
is an index which indicates that the observation  y,  is contained  by fuzzy 
estimation with more than h degrees,[25]
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A typical representation of is illustrated in Fig 2.

Fig: 2. hi is derived using the similarity of the right triangles.
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Where,  is the degree of fit of the fuzzy linear regression model to the sample i, and the degree of the fit for  the 
whole  model is  the minimum  of the hi’s for all samples. In this correspondence , ”The primal problem” of solution of 
standard form of the simplex method is selected and used an on-line adaptation for it. The L1 technique using the 
simplex method of solution could as well solve linear approximation problems with additional linear constraints 
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Fig. 3:  Fuzzy L1 norm controller block diagram for 
general model based control strategy form.



According to blok diagramme the problem considered in this section is 
essentially the problem of finding an optimal 
fuzzy L1 optimal regulation problem considered here is reduced to the 
determination of the optimal gains of process . The solution is given by
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Fuzzy L1 norm  motion is generated either in finite time , 
If or asymptotically generated; i.e., as .( ) 0t,ye = ( ) 0, →tye ∞→t
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Here h represents the minimum degree of certainty acceptable, and 
we will refer to this interval as h- certain observed interval.

Given a symmetric triangular fuzzy number for yi, if we are only
interested in that part of  yi which has a membership value of at 
least h,             , we should use the interval segment in Fig.410 ≤≤ h

Fig.4.Memberships of yi



In order to treat manipulated variable as smootly, Peters  modified Tanaka’s 
approach by treating the bounds of the interval as fuzzy. In his model, he 
introduced a new variable  which represents the membership degree to which 
the solution belongs to the set “good solution”. The fuzzy linear a 
programming problem is presented for model based control as follows:

The approach of Peters [34]
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Where d0 represents the desired value of the objective function, po can be considered as
the tolerance of the desired lower bound and pi as the width of the tolerance of yi . 
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ILLUSTRATIVE EXAMPLES

Example 1: We make the following assumptions:
. The volume and liquids are constant with constant  density and heat 
capacity.
. Perfect mixing is assumed in both the tank and jacked
.The tank inlet and outlet flow rate are constant, jacket inlet temperature 
may change.
Recall that our two dynamic functional equations are:

Energy balance for reactor

( )cTTUAQ
dt
dTCpV −−=ρ

2
0cci

c
TT

T
+

=

energy balance for  cooling jacket:

( ) ( )cccicc
c

ccc TTUATTCpm
dt

dT
CpV −+−= 0

.
0ρ

Parameters and Steady-State Values:
CsCalQ /  62.9028= CsCalUA /  8.9091=

CTci 0.24= C.T 085=

C.Tc 0750 = sCalCpm cc 6300=

At the start of the experiment, the  reactor 
content  was heated to the desired temperature. 
Then, Cooling water was pumped to the jacket at 
a certain temperature as a disturbance effect. 
Next, the control methods were applied in the 
control system of the reactor in order to keep the 
reactor temperature at the desired value. Heat 
input from immersed heater was adjusted by 
Triack Module and it was chosen as a 
manipulated variable.

Fig.5 Experimental set-up



Example 1 were identified. The test signal was a PRBS with maximum length  51, amplitude 2000 watt and mean value 
1000. The minimum switching time of the test signal was 51*1=51 s. N= 51 data, were used for the identification. The 
dynamic response of reactor temperature according to heat inputs , PRBS   signals are seen in Fig 6-9. Before starting the 
Fuzzy l1 norm identification, all possible model components regressed individually with the output signal that means 4 
different submodels, each with five unknown parameter, were identified. Based upon the computed standard deviations of 
the residuals , the model components could be arranged in a queue, starting with the most important components. The 
possible model components were chosen  as eqn.16-19. Table 1,2,3, and 4 show the model components parameters in the 
sequence as they were involved in the model.

Model 1:

( ) ( ) ( )sskkkk uuAwyAwyAAy −+−+−+= −−− 1322110

Model  2:

( ) ( ) ( ) ( ) ( )ssksskkkkk uuAuuAwyAwyAwyAAy −+−+−+−+−+= −−−− 1543322110

Model 3:

13221 −− ++= kkkk uAyAwAy
Model 4:

( ) ( ) ( ) ( ) ( )ssksskkkkk uuAuuAwyAwyAwyAAy −+−+−+−+−+= −−−− 1543322110
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(18)
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Fig.6.Measured output and computed signals of process 1 with input for the estimated model1 

Fig.7  Measured output signals and computed signals of process 1 with input for the estimated model 2



Fig. 8 Measured output signals and computed signals of process 1 with input for the estimated model 3.

Fig.9.  Measured output signals and computed signals of process 1 with input for the estimated model 4.



Table 1,2,3, and 4 show the model components parameters in the sequence as they were involved in the model.

Table 1. Fuzzy Parameters of Well Mixed Reactor with Cooling Jacket  A*(H=0.5) for Model1

--0.484180.000.076.37967width, ci

--0.000.001.0059383.75541center, αi

A5
*A4

*A3
*A2

*A1
*A0

*

Fuzzy                  
Parameters

Table 2. Fuzzy Parameters of Well Mixed Reactor with Cooling JacketA*(H=0.5) for Model 2

0.000850.000410.00.000.077.53319width, ci

0.000400.000170.000.000.5238284.48534center, αi

A5
*A4

*A3
*A2

*A1
*A0

*

Fuzzy                  
Parameters



Table 3. Fuzzy Parameters of Well Mixed Reactor with Cooling JacketA*(H=0.5) for Model 3

--0.00.812250.16996-width, ci

--0.001090.797070.21914-center, αi

A5A4A3A2A1A0
Fuzzy                  
Parameters

Table 4. Fuzzy Parameters of Well Mixed Reactor with Cooling JacketA*(H=0.5) for Model 4

0.0000.000290.01.19950.0107078.18326width, ci

0.000060.000220.00.579160.0118986.63158center, αi

A5A4A3A2A1A0
Fuzzy                  
Parameters

The input-output data shown in Table 3 were formatted model 3 for fuzzy linear regression model. After the transition of the 
membership functions, the 51 data sets were substituted into the linear programming model which was solved using SIMPLEX 
algorithm. Table 4 indicates the centers and widths of each fuzzy parameter where H=0.5 indicates that the regression model can    
the data set greater than 50%, i.e., half of the variation will be included by the model. The center and width of the constant (A3) are 
both zero which represents the condition that these regression models pass the primary output or are not decided by the centers and 
width of the parameters A3. In table 2. A2 and A3 are zero. it means total construction of output are not only proportional to yk-2 
and yk-3,  but other parameters also have small widths of parameters which indicated lower levels of fuzziness. 



Control Results For Example  I 

The model 2 was chosen as the best model for fuzzy l1 norm temperature control of the  batch reactor .

Fig 10: a)Reactor temperature b)Heat input profiles with fuzzy l1 norm and PID.



Fig.11. Reactor temperature tracking and ∆Q heat input profiles with fuzzy l1 norm control



Example II

Risk is the probability of facing dangerous consequences and 
situations. Although the chemical processes are safe to 
operate, people find them dangerous. Because the accidents 
that happen in a chemical factory threaten the environment 
and risks are involved in chemical processes. 

Therefore, this paper presents a fuzzy linear programming 
control methodology for the automatic generation of accident 
scenarios in a sulfur plant. The control strategy suggested 
here relies on solving the continuous L1 regulation problem. 
The simulation of the accident scenarios is a time and labor 
consuming procedure and useful in the detection and the 
identification of dangerous states in such complex chemical 
plants during the design stage. Also The purpose of this study 
is to develop an efficient fuzzy control which can prevent 
blockage in the valves in case that elemental sulfur freeze.’



Hazard and Operability Method ( HAZOP ) study performed during the assembly 
stage is shown in the gases that may develop, are removed by the absorbing 
gases flown to the tank (N2). As there is a open valve drown into the dissolved 
sulfur, there is no possibility of increase in the pressure. But the high pressure 
may be seen along the drown liquid feeding pipe (5 m.) and if the sulfur 
becomes rigid, it may block the valve. The steam shall be switched off or the 
heaters shall be turned off for the rigidity. The HAZOP study may be performed 
in accordance with the viscosity of the sulfur is shown in Table 5.  This table 
helps to  select the manipulated variable and control variable of sulfur tank 
problem.

1.Reducing of 
the pressure

1.Sulphur leakage
2.The manufacturing has to be 
stopped

1.Fire
2.Vapour/N2 line may be open
3.Vapour jacket may be 
suffocated or defect
4.The outlet valve may be 
closed.

PressureMore

MeasureEffectCauseParameterGuidelines
Word

Table 5: The risk analysis of the sulphur plant.by Şahin M. (1998) 



In  this  work, we address the controllable and observable, unstable  third-
order continuous-time system with transfer function attributing  to  liquid 
level of such a sulfur tank[32]. 

( ) ( ) ( )sue
1ss
1s5.0sy s

2
−

+
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=

y(s) =Liquid level of sulfur tank at Laplace domain
u(s)= manipulated variable of the system as a pressure at Laplace
domain.

Where

Operating conditions of Sulfur tank are:
Tmax: 204 °C                 Pmax: 2.691 kPa.         µmax:90000cp

Tmin:  149-177 °C ,       Pmin: 1.42x10-3 kPa .µmin : 4 cp

(20)



Control Results For Example 2

Fig. 12 Performance of the estimated model of
system with fuzzy l1 norm, Liquid level(m.)



Table 6.Fuzzy Parameters A*(H=0.5) for Eq. 21

0.000476210.00128921.45090.003.259911.45476width, ci

0.00020760.00.003030.001.104740.32619center, αi
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Fuzzy                  
Parameters
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where yk: Liquid level of sulfur tank and pipe (m.)
∆Uk: The Change of controller output as the system pressure (kPa).
ek:  yk-ysett

(21)



Fig .13. (a)Output:tracking of liquid level for sulfur tank  , (b).  Input:The changes of system pressure for Fuzzy l1 norm 
control

a) b)



When the value is not too abnormal, it is frequently difficult to decide whether it is an outlier. To 
solve this problem, we adopt the fuzzy concept and modify the classifier as follows:

,   

The above equation using to decide abnormal values. When the membership function of the 
interested value is larger than , this interested value is treated as abnormal value. Generally 
speaking, abnormal value should be either , thus we consider  as follows:

Obviously, the value of  decides the influences of the abnormal values on the overal data, or decides 
the degree of importance of these outliers. If the decision maker thinks the handling of abnormal 
values are very important, then we must use this approach to control

When we apply The Modification of outlier classifier to calculate
the manupulated variable, the error function is as follows:
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Fig 14: (a)Output:tracking of liquid level for sulfur tank  , (b).  Input:The changes of system pressure
for Modified Fuzzy l1 norm control

a) b)

When we use approach for
example 2, results are as follows:



a) b)
Fig 15: (a),  Output:tracking of liquid level for sulfur tank,  (b).Input:The changes of system pressure for PID

Kc=3x10-2, τI=8x10-3, τD=1x10-6. 

PID controller results:



Fig: 16.Set point  tracking for the liquid level control of sulfur tank via the impulse disturbance , in the case 
where y fuzzy=0



Fig.: Estimated values for . When  nonfuzzy process output data is used

Fig: When fuzzy output data is used, Estimated value for the 
y case with increasing spread as increases.)(xϕ∆

CONCLUSION

When the process far from 
operational condition, 
vagueness  and error 
spreading, increase with

increasing the∆ϕ(x)

When we consider that there is not
vaugueness or fuzzies, 
error spreading does not increase
with increasing the∆ϕ(x)
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