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Final 2

Question 1. Let A € C"*™ and z € C™. Show that

(1) inf {||0A]]2 | A € C" " s.t. z is an eigenvalue of (A +JA)} = o0,(A—zI),
where 0,,(A — zI) denotes the smallest singular value of A — zI.

(ii) Furthermore, a minimal perturbation solving the minimization problem in (i)
is given by 0A. = —ou,v; where o := 0,(A — zI) and u,, v, denotes a pair of
unit left and right singular vectors associated with o, (A — 2I).

Question 2. For a given matrix A € C™*"™ with m > n, find a unitary matrix

Q € C™*™ such that Qu is the reflection of v about Col(A) for each v € C™.

Question 3. Write down a pseudocode to compute the QR factorization of a matrix
A € C™*" by using Givens’ rotators. Perform also a flop count for your pseudocode.

Question 4. This question concerns a Hermitian matrix A € C"*™. Let A be an
eigenvalue, v € C" be an associated unit eigenvector of A, and r(q) := ¢*Aq denote
the Rayleigh quotient associated with the unit vector ¢ € C™. Show that

X =r(q)] < kllv—qll3

where K := maxy—a |\ — Ag| with A\, Ao, ..., A, representing the set of (not nec-
essarily distinct) eigenvalues of A.

Question 5. Consider the shifted version of the QR algorithm, for which a pseu-
docode is given below.

Algorithm 1 The QR Algorithm with Shifts
AO +— A
for k=0,1,... do
Choose a shift uyg
Compute a QR factorization Ax — ppl = Qrr1Ri11

Apy1 < Rpp1Qpq1 + el
end for

Show that the computed orthogonal factors ); and upper triangular factors R;
satisfy

(A — /L}cI) (A—[L()I) == Ql "‘Qk+1Rk+1 . .Rl.
(Note: This means that the shifted QR algorithm mimics a simultaneous Rayleigh
iteration.)

Question 6. For given A € C™*™ and ¢y € C"™, suppose that a sequence of vectors
qi,---,qr related by Agj—1 = ¢q;, 7 =1,...,k is generated by applying the matrix
vector product repeatedly in a computer satisfying IEEE floating point standards.

Let Gi,...,qr denote the computed vectors. Perform a backward error analysis to
deduce a tight upper bound for the forward error
4k — gkl
gkl

Question 7. Consider the tridiagonal symmetric matrix A € R3*® with a;; = 3,
aj; =10/3 for j =2,...,5, aj41,; = ajj+1 =1 for j =1,...,4 and all other entries
equal to zero.

(a) Show that A is positive definite.
(b) Find a Cholesky factorization of A.



