Math 504, Fall 2018 - Homework 1

October 4, 2018

1. Consider the matrix A and its full singular value decomposition given
below.
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(a) Write down the singular values, and corresponding left and right
singular vectors for A.

(b) Express A as a sum of two outer products.

(c) Describe the set {Av | v € R?s.t. ||v]|s = 1} geometrically.

2. Calculate a reduced singular value decomposition for the matrix

7 —1
111 —7
A = =
2|17 =1 |’
1 -7

and find an orthonormal basis for its column space.



3.
(a) Let A € R™ ", Prove that Ag := (A + A”)/2 satisfies the following:
[As = Al < [[B— Al VBeS™,

where S"*™ denotes the set of n x n real symmetric matrices, and
|| - || is the standard Euclidean norm on R™*" (commonly referred
also as the Frobenius norm) defined by

n

Zi |cij |

i=1 j=1

e

find (i) a symmetric matrix B, so that || B, — A|| » is as small as possi-
ble, (ii) a singular matrix C, so that ||C, — A||. is as small as possible.

ICllF =

(b) Specifically, for

4. Letting B = { L7

3 & } , find Schur factorizations for B and B + B”.

5‘

(a) Let B € C™*" with m > n. Show that

on(B) = min | Bv||2,

veC™, [v]la=1
where 0, (B) denotes the smallest singular value of B.

(b) Let A, B € C"*". Show that

[ABll2 - < [|A[l2]| B2

6. A symmetric matrix A € R™*" is called positive definite if v" Av > 0 for
all nonzero v € R™.



(a) Let A € R™" be symmetric. Prove that A is positive definite if and
only if all eigenvalues of A are positive.

(b) Let A € R™*" be a symmetric and positive definite matrix. Show
that
(r,y)a = 2" Ay, Va,y eR"

is an inner product on R".

7. Given a set of linearly independent vectors {a4,...,a,} in C", recall
that the Gram-Schmidt procedure generates an orthonormal basis {¢i, ..., ¢, }
for § = span{ay,...,q,} defined by

q1 = al/Ha1H27

A (0.1)
g =i/ llgll, where g :=a; = (giaj)gx j=2,....p.
k=1
Now observe that, letting r;; := gja; for j > k and r;; := ||¢;||2, defining

equations (0.1) for the vectors ¢, . . ., g, can be combined into

11T Ti12 ... Tlp
0 To2 ... T2p
[al as ... &p] = |:q1 qa ... qp]
AcCnxp QeCnxp T(p=1)(p—1)
| 0 0 Tpp
- -~ o
ReCpxp
(0.2)

where () has orthonormal columns, and R is upper triangular. This is
known as the (reduced) QR factorization of A.

Write down a Matlab routine based on the Gram-Schmidt procedure
and the observation that computes the (reduced) QR factorization
of a given matrix A € C"*? with n > p and with linearly independent
columns. You can use the Matlab implementation of the Gram-Schmidt
procedure that is made available on the course webpage.
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8. In class we have seen a Matlab routine that computes the reduced
SVD of a given matrix A € C™*" with m > n based on the eigenvalues
and eigenvectors of A*A. This Matlab routine is made available on the
course webpage.

Now implement a Matlab routine that computes the reduced SVD of a
given matrix A € C™" with m < n. Apply your implementation to
compress the image below, or any image that you may like with more
columns than rows, by replacing the image with its best rank r approxi-
mation, where r is a prescribed positive integer. Recall that in Matlab you

can open this image by typing

H
H

imread (’sunrise-zermatt-gray.jpg’);
double(H) ;

These commands will store the image in the matrix A in double pre-
cision. Furthermore, you can record the matrix H back in the image
sunrise-zermatt-gray. jpg by typing

imwrite(uint8(H),’sunrise_zermatt-gray.jpg’);



9. Write down a Matlab routine that computes a full SVD of a given matrix
A € C™ ", Once again you can use the routine on the course webpage
that computes a reduced SVD.

The remaining two questions will not be collected or graded.

10. Let A € C™*" with the full SVD

Uq
V5
A::I U Uy ... Uy } .
‘;‘LXTFL ERmxn
UeC v
——
V*E(C’nxn
Suppose that the diagonal entries o4, . . ., 0, of ¥ are as follows: o4, ..., 0, >
0, whereaso, 1, ...,0, = 0,wherep := min{m,n}. Show that{v, q,...,v,}

is an orthonormal basis for Null(A).

11. Write down a routine that computes a Schur factorization of a given
matrix A € C"*" based on the proof discussed in the class. Since the
proof is by induction, you can implement this recursively. At every it-
eration, you need to compute an eigenvalue and a corresponding unit
eigenvetor. For this purpose, you could use the following standard com-
mand in Matlab.

>> [v,d] = eigs(A,1,’LM’);

This command returns an eigenvalue of A in d and a corresponding eigen-
vector in v.



