Non-rigid 3D shape tracking from multiview video
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A B S T R A C T

We present a fast and efficient non-rigid shape tracking method for modeling dynamic 3D objects from multiview video. Starting from an initial mesh representation, the shape of a dynamic object is tracked over time, both in geometry and topology, based on multiview silhouette and 3D scene flow information. The mesh representation of each frame is obtained by deforming the mesh representation of the previous frame towards the optimal surface defined by the time-varying multiview silhouette information with the aid of 3D scene flow vectors. The whole time-varying shape is then represented as a mesh sequence which can efficiently be encoded in terms of restructuring and topological operations, and small-scale vertex displacements along with the initial model. The proposed method has the ability to deal with dynamic objects that may undergo non-rigid transformations and topological changes. The time-varying mesh representations of such non-rigid shapes, which are not necessarily of fixed connectivity, can successfully be tracked thanks to restructuring and topological operations employed in our deformation scheme. We demonstrate the performance of the proposed method both on real and synthetic sequences.

1. Introduction

3D modeling of dynamic real scenes is an emerging research field with applications in various domains such as 3D television, free viewpoint video, virtual reality and computer animation [1,2]. Unlike optical motion capture systems which are widely used in computer animation applications [3], 3D video methods aim to recover the complete shape of a dynamic object, not only its motion. Most of the techniques addressing the dynamic object modeling problem adhere to passive surface reconstruction methods exploiting silhouette, shading and/or stereo information acquired from multiview video sequences [4–13], due to the limitations of active reconstruction methods in temporal axis [14].

The goal of dynamic scene modeling schemes is usually to generate a sequence of meshes each of which represents the geometry of a dynamic object at the corresponding video frame. There are three major challenges involved in achieving this goal. The first two of these challenges concern efficiency: computational complexity of the reconstruction method and the resulting representation load. A time-varying scene sampled at a standard rate of 30 frames per second would yield enormous 3D model data for representation and a considerable amount of time for reconstruction if no particular care is shown to exploit redundancies between consecutive time frames. In this respect, time-varying mesh representations with fixed connectivity, but with changing vertex positions, would certainly provide efficiency for both storage and processing. The third challenge concerns generality of the proposed solutions, that is, their applicability to modeling general dynamic scenes with arbitrary shape and motion. Existing methods often aim at fixed connectivity representations and/or make use of object-specific prior models [11,15]. Hence they primarily consider rigid and/or articulated motion, and may not handle the reconstruction problem when the object of interest undergoes an arbitrary non-rigid motion or a topological transformation. As an example, we display in Fig. 1 three frames from a video sequence containing non-rigid motion that cannot be handled by fixed connectivity representations.

In this paper, we present an efficient shape tracking method for modeling dynamic objects based on multiview silhouette and 3D scene flow information. Here the term “shape tracking”, in the way we use it, refers to reconstruction of the surface shape of a dynamic object at time $t+1$ based on the reconstruction at time $t$, starting from an initial representation at $t=0$. There exist actually few methods in the literature, which are shape tracking in this sense and which can build complete shape models of dynamic objects [4,5,7,8,10]. The main distinction of the method that we propose in this paper, as compared to previous work, is in the way we represent time-varying geometry. We track and encode time-varying geometry in terms of both connectivity changes and vertex displacements. In this way objects with arbitrary shape and motion can easily be handled, and the reconstruction problem is reduced to an energy minimization problem which can be solved by a fast snake-based deformation scheme, yielding a computationally very efficient shape tracking method. Unlike existing shape tracking
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methods, our scheme does not require any object-specific mesh representation, or 3D models separately reconstructed for all frames of the sequence prior to the tracking process. Starting from an initial mesh representation, the shape of the dynamic object is tracked over time, both in geometry and connectivity, via mesh deformation based solely on image cues. We also address the self-collision problem, which is disregarded in most shape tracking methods, via a very efficient collision handling strategy coupled with topological split/merge operations.

The mesh representation of each frame is obtained by evolving the mesh of the previous frame towards the optimal surface defined by the silhouettes of that instance. This produces a sequence of meshes, \( M^{(0)}, M^{(1)}, \ldots, M^{(t)}, \ldots \), representing the time-varying silhouette geometry, i.e., the time-varying visual hull of the dynamic object in the scene. Our snake-based deformable model is based upon the deformation scheme which was proposed in [16] for the classical static shape from silhouette. We extend this deformation scheme to the dynamic case so as to address the problem of shape tracking. This scheme enables us to control parameterization and topology of the dynamic mesh model for robust mesh evolution across time via local mesh transformation operations. These mesh operations and small-scale displacements along with the initial mesh representation yield a compact and spatio-temporally coherent representation of the whole time-varying shape. The block diagram of the overall shape tracking system is given in Fig. 2.

The paper is organized as follows. First, in Section 2, we discuss the related work on time-varying shape modeling, and then proceed, in Section 3, with the description of the deformation framework that we employ in our tracking scheme. Our deformable model is coupled with efficient collision and topology handling procedures as described in Section 4. The overall shape tracking system, which makes use of multiview silhouette and 3D scene flow information, is described in Section 5. Section 6 provides and discusses the experimental results, and finally, Section 7 gives concluding remarks and some future research perspectives.

2. Related work

There is a vast and quite mature literature on 3D reconstruction of static objects. In general, reconstruction techniques for static scenes can be collected under two groups: active and passive. Active techniques make use of calibrated light sources such as lasers and coded light [14]. Most of the active scene capture technologies become inapplicable in the dynamic case since currently it is very difficult to scan the whole surface of an object at a standard rate of 30 Hz. There exist though several attempts to achieve scanning at standard rates such as in [17,18] by projecting coded light patterns on the object. The methods proposed in these works however have severe limitations on resolution, object’s surface properties and motion, and are capable of producing only depth images, not full surface representations. On the other hand, passive reconstruction techniques, which are based solely on image cues such as multi-view stereo [19] and/or silhouettes [20], are mostly free of these limitations, and hence they currently seem to be a more viable option for the dynamic object modeling problem.

Most of the methods in the literature proposed for dynamic object modeling require as a first step that the object shape, which is usually represented as a surface mesh, be reconstructed from scratch, separately for each time instance [6–10,12]. The resulting sequence of meshes can then be matched so as to obtain a time-consistent representation. All these methods, with the exception of [8], impose fixed connectivity hence they cannot adapt to non-rigid deformations and topological changes. In order to achieve a fixed connectivity representation, Starck et al. [6] for instance use spherical reparametrization of the resulting mesh sequence.

Fig. 2. Block diagram of the proposed shape tracking system.

Fig. 1. Three frames from a video sequence (in chronological order) of an actor while taking off his hat (zoomed on upper body). Our shape tracking scheme can handle this video sequence while methods based on fixed connectivity representations cannot.
whereas other methods basically cast the reconstruction problem to a shape tracking framework: Starting from an initial mesh, the time-varying geometry is tracked over time by preserving the connectivity and exploiting the temporal redundancies between consecutive frames [7,10]. Hence the problem becomes finding a suitable transformation that maps the vertices of a mesh at time \( t \) onto the surface represented by another mesh at time \( t+1 \).

Two other recent and closely related works [4,5] follow a very particular approach to capture human performances from multi-view video. Prior to video recording, they first take a static full-body scan of the subject using a laser scanner and construct a detailed complete 3D mesh model. This mesh model representing the shape of the human actor in the first frame is then tracked over time by preserving connectivity, based on multiview image cues. In particular, the method in [4] presents very high quality reconstructions but the method requires user interaction and an extensive computation time which is reported as about 10 min per frame on a standard computer with a 3 GHz CPU. Moreover the method, which aims at fixed connectivity, has no mechanism to handle arbitrary non-rigid motion and self-collisions.

There is actually very little work in shape tracking literature, that addresses the self-collision problem [8]. Self-collisions may occur during surface tracking due to two different reasons: (1) a misguided self-intersection of the deformable mesh, and (2) a real physical contact of different surface parts during motion. Varanasi et al. [8] treat these two different types of self-collisions in the same manner by making use of a topology adaptive self-intersection removal technique, namely TransforMesh [21], which is a costly algorithm that involves repeated self intersection tests, triangle validation and stitching procedures during mesh evolution. With this technique, each self-collision, whether a misguided self-intersection or a physical surface contact, implicitly creates a merge or split in topology. In contrast, the method that we present in this paper differentiates these two cases and avoids self-intersections based on the uniformity constraints imposed on the deformable mesh via the use of restructuring operators. Physical surface contacts, on the other hand, are detected explicitly and fixed only when necessary by using topological merge and split operations. In this way, redundant topological transformations are avoided and the resulting time-varying geometry can be encoded in terms of mesh restructuring operations and vertex displacements along with possibly a few explicit topology operations. We also note that the method presented in [8] requires reconstruction of the surface mesh from scratch, separately for each frame of a given sequence.

Existing methods for reconstruction of dynamic objects rely mainly on multiview silhouette information [22]. The strength of the shape from silhouette technique in general lies in its simplicity, efficiency and robustness especially when applied to convex shapes. The main drawback of this technique is that it fails to capture hidden concavities. Multiview stereo information on the other hand can be incorporated into reconstruction schemes in several different ways. It can be used for instance to enhance silhouette-based reconstructions so as to capture finer surface concavities [4], or to impose additional constraints on the silhouette reconstruction process in order to avoid self-occlusion problems [6]. Another possibility is to compute 3D scene flow vectors or image feature based 3D correspondences to incorporate into the mesh tracking process [5,7,8]. Relying too much on 3D scene flow vectors, which are very prone to errors, as in [5] for instance, may however fail the tracking process especially when the motion in the scene is very fast and complex. In our earlier work [23], we have shown that, given a sufficient number of multiview silhouette images at each frame, the time-varying geometry of an object with a relatively complex shape, such as a human actor, can be tracked based solely on silhouette information in a very fast manner using a snake-based deformable model. In this paper, we generalize our tracking framework to objects with arbitrary shape and topology, and make it more efficient and robust, by incorporating additional features such as 3D scene flow, collision detection and topological operations.

Shape tracking methods usually resort in some way or other to mesh deformation methods, such as Laplacian deformation [24], which is a powerful tool for mesh morphing and editing, and which can be used to obtain animating mesh sequences with fixed connectivity [4,10]. However, with Laplacian deformation which is a differential and piecewise linear scheme, mesh connectivity cannot be altered, hence dynamic objects with arbitrary motion cannot be tracked. Another alternative [25] is based on volumetric level-set technique, that builds a spatially and temporally smooth surface model. Level-set based deformation is however computationally very demanding. Although it can implicitly handle topological changes in geometry, the topology control is often very difficult to achieve. Moreover, with the level set approach, the explicit connectivity information of the initial shape model is lost through the iterations between the initial state and its convergence. Thus the level set technique becomes inapplicable to track objects in motion and to build efficient time-varying representations. In this respect, snake-based deformable models, when coupled with appropriate use of restructuring and topological operations as we do in this work, enable keeping track of the changes both in geometry and connectivity, and hence they are more appropriate to efficiently track and encode the temporal information of dynamic surfaces with arbitrary motion and shape. We finally note that our topology handling procedure adopts the topology split and merging operations of the deformation scheme which was proposed in [26] primarily for segmentation of 3D anatomical structures.

3. Deformable model

Our deformation technique is based on the iterative use of two transformations \( T \) and \( U \) that deform, at each frame \( t \), an initial triangle mesh \( M_0^{(t)} \) towards the object surface \( S^{(t)} \) through the following surface evolution equations:

\[
M_{k+1}^{(t)} = T \left( M_k^{(t)} \right),
\]

\[
M_{l+1}^{(t)} = U \left( M_l^{(t)} \right),
\]

where \( k \) is the iteration counter for geometrical evolution of the surface and \( l \) for its topological evolution. For a given \( l \), the deformable model \( M_{l}^{(t)} \) is required to preserve its topological type during its geometrical evolution via Eq. (1) and to remain as a smooth manifold mesh representation free of geometrical distortions, and eventually to converge to an optimal mesh \( M_{\infty}^{(t)} \), that represents the object surface \( S^{(t)} \) as accurately as possible at the equilibrium state, so that the following equality is satisfied:

\[
M_{\infty}^{(t)} = T \left( M_{\infty}^{(t)} \right).
\]

The topology of the deformable model can then be modified at the convergence, only if necessary, by using the operator \( U \) via Eq. (2). The deformable model \( M_{\infty}^{(t)} \) then becomes the initial mesh of the next reiteration of the geometrical evolution with the modified topology.

The operator \( U \) is defined as the composition of two operators involving topology merging and split transformations:

\[
U = U_{merge} \circ U_{split},
\]

and applied at the convergence of each geometrical evolution process until no further topological operations are necessary, i.e., until
the topology of the deformable model matches that of the target surface, so that the following equality is satisfied:

\[ M_{k+1}^{0} = U M_{k}^{0} \tag{5} \]

where \( M_{k+1}^{0} \) denotes the mesh representation which is to be optimal both in topology and geometry. We will explain how we perform topological merge and split operations in more detail later in Section 4.2.

We define \( T \) as the composition of three transformations: \( T = T_\text{split} \circ T_\text{col} \circ T_\text{split} \), which we will refer to as displacement, smoothing and restructuring operators, respectively. The displacement operator pushes the deformable mesh towards the object surface while the smoothing operator regularizes the effect of this displacement, and the restructuring operator modifies the mesh connectivity to eliminate any geometrical distortions that may appear during surface evolution. In this sense, the displacement operator corresponds to the external force whereas the other two correspond to the internal force of the classical snake formulation [27]. Note that the operator \( T \) does not modify the topology of the deformable mesh.

The restructuring operator, \( T_r \), is the composition of three operators:

\[ T_r = T_\text{flip} \circ T_\text{col} \circ T_\text{split} \tag{6} \]

where \( T_\text{flip} \), \( T_\text{col} \) and \( T_\text{split} \) are defined in terms of edge flip, edge collapse and edge split transformations which were first introduced by Hoppe et al. [28] for mesh optimization (see Fig. 3). We adopt these elementary transformations for our deformation process in the way Kobbelt et al. [29] use them for mesh editing. At the end of each iteration of the geometrical surface evolution, the operator \( T_\text{split} \) first splits all edges longer than \( \varepsilon_{\text{max}} \) at their midpoints. Then, the operator \( T_\text{col} \) successively eliminates all edges shorter than \( \varepsilon_{\text{min}} \) by edge collapses. Finally, the operator \( T_\text{flip} \) is applied to reduce the number of irregular vertices possibly created by the previous collapse and split operations: The common edge of any two neighboring triangles is swapped with the one joining the unshared vertices of the triangles, if this operation increases the number of vertices with valence close to 6. For the split operation to be compatible with the collapse operation, the threshold \( \varepsilon_{\text{max}} \) has to be chosen such that \( \varepsilon_{\text{max}} \geq 2 \varepsilon_{\text{min}} \) since otherwise split operations would create edges with length smaller than \( \varepsilon_{\text{min}} \). If we set \( \varepsilon_{\text{max}} = K \varepsilon_{\text{min}} \), then the edge length ratio is bounded by \( \varepsilon_{\text{max}}/\varepsilon_{\text{min}} = K \). To have uniformly sized triangles with small aspect ratios, one can choose \( K \) as small as possible, i.e., \( K = 2 \), which may however in turn redundantly increase the number of edge operations needed during surface evolution. Therefore in all our experiments we set \( K \) as sufficiently larger than this minimum value: \( K = 3 \). We note that the minimum and maximum edge length constraints are soft requirements that may occasionally be violated during mesh evolution. This is described in detail in [16]. Nevertheless, the restructuring operator serves well to regularize the mesh connectivity and thereby provides a stable surface evolution.

The displacement operator \( T_d(M_k) \) maps the deformable mesh \( M_k \) (dropping the indices \( t \) and \( l \) to \( M_k \)) by moving each vertex \( v_{ik} \) with a displacement \( d(v_{ik}) \), where \( w_{ik} \) denotes the position vector of the \( i \)th vertex at iteration \( k \) (hence \( M_k \) has the same connectivity as \( M_0 \)). The displacement is set to be in the direction of the unit vector \( D(v_{ik}) \) pointing from the vertex to the target surface:

\[ d(v_{ik}) = \delta(v_{ik}) \cdot D(v_{ik}). \tag{7} \]

The displacement scalar \( \delta(v_{ik}) \) is computed based on the signed distance from vertex \( v_{ik} \) to the target surface, as will later be explained in detail in Section 5. For the time being, we note that, for a stable surface evolution, the magnitude of the displacement vector in Eq. (7) is constrained by half of the minimum edge length, i.e., \( \| \delta(v_{ik}) \| \leq \varepsilon_{\text{min}}/2, \forall i, k \), so that neighboring vertices do not interfere with each other and yield self-intersections.

The smoothing operator, \( T_{\text{smooth}} \), should be easy to compute, yet must not yield any geometrical shrinkage and bias in the final surface estimate. To achieve this, we employ the tangential Laplacian smoothing [30]. The operator \( T_{\text{smooth}}(M_k) \) maps the deformable mesh \( M_k \) to \( M_k \) by moving each vertex \( v_{ik} \) to \( v'_{ik} \) by a tangential displacement \( \Delta_{v_{ik}} \), which is obtained by

\[ \Delta_{v_{ik}} = L(v_{ik}) - (L(v_{ik}) \cdot N(v_{ik}))N(v_{ik}). \tag{8} \]

where \( N(v_{ik}) \) is the surface normal at vertex \( v_{ik} \) and \( L(v_{ik}) \) stands for the Laplacian displacement that moves the vertex to the centroid of the vertices in its one-ring neighborhood. The smoothing operator not only regularizes the deformation process but also enforces mesh uniformity prior to restructuring operations.

4. Collision and topology handling

We deal with collisions (i) by avoiding any self-intersection of the deformable mesh during surface evolution iterations driven by Eq. (1), and (ii) by applying topological operations so as to handle any physical contact of different surface parts, that might be encountered during deformation, as given by Eq. (2).

4.1. Self-intersections

To avoid self-intersections, we employ the collision detection method proposed in [16]. The basic idea in this method is to prevent non-neighboring vertices from approaching each other by more than some distance threshold. This distance threshold, denoted by \( \zeta \), is based on the minimum and maximum edge length constraints imposed on the deformable mesh, and when \( \varepsilon_{\text{max}} = 3 \varepsilon_{\text{min}} \) as in our case, it can be written as (following [16])

\[ \zeta = \frac{\sqrt{13}}{2} \varepsilon_{\text{min}}. \tag{9} \]

The basic procedure is as follows. At a given iteration of mesh evolution, all the vertices of the deformable mesh are first displaced by the displacement operator. Then each vertex is checked one by one against the vertices which are not its neighbors. If a vertex is found to have approached any other vertex by more than the collision detection threshold \( \zeta \), then the vertex is moved back to its original position. In [16], it is shown that when the edge length constraints are strictly met, the inequality given in (9) ensures that collision of non-neighboring vertices is avoided. Recall however from Section 3 that the maximum edge length requirement is not a hard constraint and can be violated in rare occasions. Thus some triangles with sides larger than \( \varepsilon_{\text{max}} \) may show up in the deformable mesh during surface evolution. These large triangles...
are handled by sampling, that is, by virtually quadrisecting each triangle in a recursive manner until the maximum edge length requirement is met. The resulting virtual vertices are used only for collision detection purposes. The described collision detection algorithm can be implemented in an efficient manner with $O(N_{v} \log N_{v})$ complexity, $N_{v}$ being the number of vertices in the deformable mesh, by using an octree structure where each vertex is associated with a node (or voxel) and by checking each vertex only against those in its vicinity.

The collision handling procedure described above handles self-intersections of only non-neighboring vertices. Hence the success of the procedure relies upon the assumption that neighboring vertices never create self-intersections. This is a valid assumption due to the minimum edge length constraint which also bounds the displacement of a vertex at one iteration by half of the minimum edge length, $e_{\text{min}}/2$. The vertex neighborhood, in which vertices are allowed to move as free of the collision threshold, needs to be defined considerately. In order to have a flexible deformation, we define this area as the two-ring neighborhood of a vertex assuming that self-intersections are not likely to occur at very nearby vertices due to the regularizing effect of the smoothing operator as well as the minimum edge length constraint.

4.2. Surface contacts

Surface contacts are identified and handled only at the convergence of each mesh evolution process. A surface contact may manifest itself in two occasions, when two distant parts of a surface touch each other and/or when they break apart. We treat these two cases separately, in the first case by topology merging and in the second by topology split. To this effect, at the convergence of each surface evolution process, the operators $U_{\text{merge}}$ and $U_{\text{split}}$ are successively applied to the deformable mesh (see Eq. (4)). The order of these two operators usually does not matter.

The operator $U_{\text{merge}}$ searches for pairs of two distant vertices both of which lie inside the convex hull of the object and which were detected to be colliding at the last iteration before convergence. If one is found (there may be more than one such pairs), the topology merging transformation of [26] is applied to only one of these pairs (whichever comes first and the others are left to be processed at the end of the next surface evolution process): The colliding vertices are first removed from the mesh structure. The vertices in their one-ring neighborhoods are then matched and connected so as to build a surface tunnel between the two separate parts of the deformable surface. In order to facilitate the process of vertex matching, before merging, we equalize the valences of the colliding vertices by applying collapse operation(s) at the vertex whichever has a valence higher than the other.

Following [26], the operator $U_{\text{split}}$ searches for a triplet of adjacent vertices forming a triangle which is not a face of the deformable mesh. We additionally require this triangle to tend to vanish, i.e., at least one of its edges to be shorter than the minimum edge length constraint. There may exist more than one such triplets, but again only one of them is processed by cutting the mesh into two along the edges of the triangle and filling the created holes by two new faces. The surface evolution iterations and the topological operations at each convergence are repeated until the equilibrium state in Eq. (5) is reached (see the example given in Section 6.1.3).

5. Shape tracking

The mesh representation of the object surface at each frame $t$, $M^{(t)} = M^{(t-1)}$, is constructed by deforming the shape reconstructed at the previous frame $M^{(t-1)}$. The deformation process is driven primarily by the silhouette information. In this section, we first describe how to determine the displacement operator based only on silhouettes and then explain how to incorporate 3D scene flow into the tracking/deformation process (see also Fig. 2).

5.1. Silhouette-based displacement

The displacement, $d_{i}(v_{k})$, at each vertex $i$ of the deformable mesh and at each iteration $k$ of the surface evolution, can be computed based on the time-varying silhouette information. We set the direction of the silhouette-based displacement, denoted by $d_{\text{sil}}(v_{k})$, so as to be perpendicular to the deformable surface (see also Fig. 4):

$$d_{\text{sil}}(v_{k}) = \delta_{\text{sil}}(v_{k}) \cdot N(v_{k}).$$  \hspace{1cm} (10)

The magnitude of the displacement, $\delta_{\text{sil}}(v_{k})$, is based on how far and in which direction (inside or outside) the vertex $v_{k}$ is with respect to the silhouettes at that iteration. Thus the displacement scalar $\delta_{\text{sil}}$, which may take negative values as well, is computed by projecting $v_{k}$ onto the image planes and thereby estimating an isolevel surface $f(v_{k})$ via bilinear interpolation:

$$\delta_{\text{sil}}(v_{k}) = e_{\text{min}}/2.$$  \hspace{1cm} (11)

where the function $G$, taking values between 0 and 1, is the bilinear interpolation of the sub-pixelic0 projection $\text{Proj}_{k}(v_{k})$ onto the camera plane of the binary silhouette image $I_{k}$ (0 for outside, 1 for inside) in the sequence, and given by

$$G(u, v) = (1 - a)((1 - b)[u, v] + b[1, v + 1]) + a((1 - b)[u + 1, v] + b[1, v + 1]),$$  \hspace{1cm} (12)

where $(u, v)$ denotes the integer part, and $(a, b)$ the fractional part of the projection coordinate $(u, v)$ on the binary silhouette image $I_{k}$. Thus, the isolevel function $f(v_{k})$ takes on values between $-0.5$ and 0.5, and the zero crossing of this function reveals the isosurface.

During surface evolution, the vertices of the deformable mesh can switch between three different states with respect to their iso-values: IN, OUT and ON. The state of a vertex $v_{k}$ at a given iteration $k$ is IN if $f(v_{k})$ is 0.5, OUT if $-0.5$ and ON if in-between. According to this definition, ON vertices are those positioned within a narrow band around the boundary surface. By Eq. (11), the displacement at each ON vertex takes a value within the interval $(-e_{\text{min}}/2, e_{\text{min}}/2)$.

The vertices which are out of this band are labeled as IN or OUT, depending on whether they are located inside or outside the silhouettes with displacement scalars $e_{\text{min}}/2$ or $-e_{\text{min}}/2$.

For a more accurate and faster convergence, we integrate a fine-tuning procedure to the surface evolution process as proposed in [16]. We detect the instances when a vertex $v$ crosses the target boundary due to the effect of the displacement operator, that is, when its state changes from outside to inside, or vice versa. We then precisely locate the point where it crosses the boundary by...
searching for the point \( v' \) where the isolevel function is (almost) zero on the line segment joining the positions of the vertex \( v \) before and after displacement. The vertex is then moved to this location. Note that the vertex is not deactivated at this point and can still move due to the smoothing operator at the next iterations until it finds its optimal placement within the narrow band around the object boundary.

5.2. Scene flow estimation

To enhance efficiency of the shape tracking process as well as its stability, we incorporate 3D scene flow (3DSF) information into the deformation scheme. To this effect, we associate a scene flow vector \( w^{(i)} \) to each vertex \( v^{(i)} \) of the mesh representation \( M^{(0)} \) at frame \( t \), which points to its position estimate, \( v^{(i+1)} \), at the next frame \( t+1 \):

\[
\mathbf{v}^{(i+1)} = \mathbf{v}^{(i)} + \mathbf{w}^{(i)},
\]

To estimate the scene flow vector \( w^{(i)} \), we adopt the method presented in [31] (by dropping the indices \( i \) and \( t \)):

1. Find the set of camera viewpoints that the vertex \( v \) is visible to, \( \text{Vis}(v) = \{ C_1, C_2, \ldots, C_{N_{\text{vis}}} \} \), where \( N_{\text{vis}} \) is the number of these viewpoints. For this purpose we make use of the voxel grid which is already generated for collision handling. We scan the voxels along the line of sight from \( v \) to the optical center of a given camera \( C_0 \) and check if any other vertex obscures its visibility from that camera.

2. By using the camera projection matrix \( P_{C_0} \), project the vertex \( v = (x, y, z) \) onto each camera \( C_0 \) in \( \text{Vis}(v) \):

\[
\mathbf{u}_{b}^{(i)} = \begin{bmatrix} P_{C_1} \mathbf{v} \\ P_{C_2} \mathbf{v} \\ \vdots \\ P_{C_{N_{\text{vis}}}} \mathbf{v} \end{bmatrix}, \quad \mathbf{v}_{b}^{(i)} = \begin{bmatrix} P_{C_1} \mathbf{v} \\ P_{C_2} \mathbf{v} \\ \vdots \\ P_{C_{N_{\text{vis}}}} \mathbf{v} \end{bmatrix},
\]

where \( \mathbf{u}^{(i)} = (u_{b}^{(i)}, v_{b}^{(i)}) \) is the projected point, and \( [P_{C_1}], [P_{C_2}], [P_{C_{N_{\text{vis}}}}] \) denote the first, second and third row of the \( 3 \times 4 \) projection matrix, respectively.

3. Find the 2D optical flow vector, \( \mathbf{u}^{(i)} \), at the projected point for each camera \( C_0 \) by using the hierarchical Lucas–Kanade method [32].

4. Estimate the 3D scene flow vector, \( \mathbf{w} = \delta \mathbf{v} \), from the computed 2D motion vectors, \( \{ \mathbf{u}^{(i)} \}_{i=1}^{N_{\text{vis}}} \), by solving

\[
\frac{\partial \mathbf{u}^{(i)}_b}{\partial t} = \frac{\partial \mathbf{u}^{(i)}_b}{\partial \mathbf{v}} \frac{\partial \mathbf{v}}{\partial t},
\]

The Jacobian matrix \( \frac{\partial \mathbf{u}^{(i)}_b}{\partial \mathbf{v}} \) can be computed explicitly for each \( n \) by symbolic differentiation of \( \mathbf{u}^{(i)}_b \) with respect to \( x, y, \) and \( z \), using the camera projection parameters. The 3D scene flow vector, \( \mathbf{w} = \delta \mathbf{v} \), can then be solved from the overdetermined system of linear equations defined by Eq. (15) via the least-squares method. We note that the scene flow vector of a vertex \( v \) can be estimated from its 2D motion vectors only if the vertex is visible from at least two cameras, i.e., \( N_{\text{vis}} \geq 2 \). Otherwise, we set the scene flow vector to zero. We finally smoothen the estimated scene flow vectors by averaging each over their 3-link neighborhood.

We employ the scene flow vectors for two purposes: First, for pose registration to apply once at each frame transition, and second, to assist the silhouette-based deformation through displacement iterations to render the process more robust and efficient.

5.3. Pose registration

The purpose of pose registration is to adjust the position and orientation of the mesh representation \( M^{(0)} \) so that the distance between \( M^{(0)} \) and the target surface \( S^{(t+1)} \) is reduced prior to surface evolution from frame \( t \) to \( t+1 \). This initial transformation not only improves the chances of the surface evolution to successfully converge to the desired surface, but it also speeds up the deformation process and reduces the maximum distance traveled by a vertex thereby decreasing the registration load.

We estimate the pose registration parameters (rotation and translation) from the 3D scene flow vectors. Let us denote the global rigid body motion parameters between the surfaces at frame \( t \) and \( t+1 \) by \( R^{(t)} \), the rotation matrix, and \( t^{(t)} \), the translation vector. We represent the 3D coordinates of the vertices at these consecutive frames by \( \mathbf{V}^{(t)} \) and \( \mathbf{V}^{(t+1)} \):

\[
\mathbf{V}^{(t)} = \begin{bmatrix} v^{(t)}_1, v^{(t)}_2, \ldots, v^{(t)}_{N_v} \end{bmatrix},
\]

\[
\mathbf{V}^{(t+1)} = \begin{bmatrix} v^{(t+1)}_1, v^{(t+1)}_2, \ldots, v^{(t+1)}_{N_v} \end{bmatrix},
\]

where \( N_v \) is the number of vertices in \( M^{(0)} \). Recall also that \( \mathbf{V}^{(t+1)} = \mathbf{V}^{(t)} + \mathbf{w}^{(t)} \) where \( \mathbf{V}^{(t)} \) and \( \mathbf{w}^{(t)} \) are column vectors consisting of 3D coordinates. In this case, the relationship between \( \mathbf{V}^{(t)} \) and \( \mathbf{V}^{(t+1)} \) is given by:

\[
\mathbf{V}^{(t+1)} = \begin{bmatrix} R^{(t)} \ t^{(t)} \end{bmatrix} \mathbf{V}^{(t)} + \mathbf{w}^{(t)}.
\]

The parameters \( R^{(t)} \) and \( t^{(t)} \) are estimated from this equation using a nonlinear unitary-constraint optimization technique as described in [33].

5.4. Scene flow assisted deformation

Although in theory a scene flow vector gives the location of a vertex on the surface of the next frame, scene flow computation itself is usually a noisy and unstable process in practice and hence cannot alone be relied upon for a robust mesh evolution process. Nevertheless, 3D scene flow can assist silhouettes in driving the deformation process by ensuring that majority of the vertices are correctly led towards the target surface. That is, the direction and magnitude of the displacement vector of a vertex at a given iteration will depend partially on the silhouettes and partially on the scene flow vectors. The best way to achieve this in our deformation framework is to use a linear combination of these two information sources while calculating the displacement vector defined by Eq. (7):

\[
\mathbf{d}(\mathbf{v}_k) = \alpha_k \mathbf{d}_{\text{sil}}(\mathbf{v}_k) + \beta_k \mathbf{d}_{\text{flow}}(\mathbf{v}_k),
\]

where \( \alpha_k \) and \( \beta_k \) are weighting coefficients varying with vertex \( i \) and iteration \( k \), taking values in \([0, 1]\) such that \( \alpha_k + \beta_k = 1 \). The silhouette-based component \( \mathbf{d}_{\text{sil}}(\mathbf{v}_k) \) is calculated according to Eqs. (10) and (11). The scene flow based component \( \mathbf{d}_{\text{flow}}(\mathbf{v}_k) \) is computed based on \( \mathbf{w} \), such that its direction is always towards the initial target \( \mathbf{v} \), that the scene flow vector points to, and its magnitude is either zero or \( \epsilon_{\text{flow}}/2 \):

\[
\mathbf{d}_{\text{flow}}(\mathbf{v}_k) = \begin{cases} \frac{\epsilon_{\text{flow}}}{2} & \text{if } |\mathbf{v} - \mathbf{v}_k| \geq \frac{\epsilon_{\text{flow}}}{2}, \\ 0 & \text{otherwise}. \end{cases}
\]

We note that the target point \( \mathbf{v} \) for each vertex remains fixed throughout the iterations for a given frame transition from \( t \) to \( t+1 \), whereas the weights \( \alpha_k \) and \( \beta_k \) in Eq. (17) vary with iteration counter \( k \). The purpose here is to provide a deformation where the scene flow vectors dominate the silhouette information at the early iterations such that \( \alpha_0 = 0 \) and \( \beta_0 = 1 \). As iterations proceed, this factor is gradually carried to silhouette information so that eventually \( \alpha_k \approx 1 \) and \( \beta_k \approx 0 \). In this way, the scene flow information smoothly leads the deformation towards the target surface on a stable and short path while the final surface reconstructed is totally
determined by the silhouette information. We set these weights as a function of iteration counter \( k \) such that:

\[
\alpha_{ik} = 1 - e^{-c_k}, \quad \beta_{ik} = 1 - \alpha_{ik}.
\]  

(19)

The choice of the time coefficient \( \tau_i \) determines how long the scene flow information will be effective. The optimal value of \( \tau_i \) is determined separately for each vertex based on the scene flow magnitude at that vertex. Our strategy is as follows: Recalling that the maximum vertex displacement at one iteration is bounded above by \( \epsilon_{\text{min}}/2 \), the total number of iterations for a vertex \( v_i \) to reach its target point \( v_i \) by using only the scene flow information is expected to be at least \( K = 2||v||/\epsilon_{\text{min}} \) (see Eq. (18)). The coefficient \( \tau_i \) can then be chosen such that the weights satisfy \( \alpha_{ik} = \beta_{ik} = 0.5 \) at a certain fraction of this expected iteration count, i.e., at iteration \( \gamma K, \gamma > 0 \):

\[
\tau_i = -\frac{\ln(0.5)\epsilon_{\text{min}}}{2||v||}.
\]  

(20)

In our experiments, we have set the parameter \( \gamma = 1.5 \). We have also experimented with different settings of \( \gamma \) as will later be presented in Section 6. We also note that, when using scene flow vectors, the fine-tuning procedure described in Section 5.1 is invoked at an iteration \( k \) only when the weight \( \alpha_{ik} \) is close to 1 (e.g., \( \alpha_{ik} > 0.95 \)) in order to avoid unnecessary decelerations around irrelevant surface boundaries.

Integrating the scene flow information into the deformation process not only improves the stability of the tracking process but also considerably decreases the operation count and the reconstruction time by leading the surface smoothly towards the target surface without unnecessary restructuring operations during surface evolution. We illustrate the benefit of integrating 3D scene flow information in Fig. 5, where we display three possible positions of the deformable mesh with respect to the target surface prior to mesh evolution. In case (a), the deformable mesh can smoothly evolve to the target surface using only silhouette-based displacements without any surface shrinkage. In case (b), the deformable mesh can track the surface based only on silhouette information, but by first undergoing some surface shrinkage and then remodeling the shrunken segment. In this case, shrinkage and remodeling can be avoided by incorporating 3D scene flow. In case (c), the tracking process, when based only on silhouette information, fails since the two boundaries at the mid-part of the surface segment wrongly tend to shrink onto the same location whereas the end-parts correctly evolve to two different boundaries. In this case, the shrunken part could be handled, and the tracking process could resume, by first applying a topology split operation and then a topology merging. However, if 3D scene flow is integrated into the deformation process, the deformable mesh can track the surface without need for any such redundant topological operations. These three cases will be demonstrated on several examples in the experimental results section.

5.5. Tracking algorithm

We now give the overall shape tracking algorithm which is initialized by \( M^{(0)} \) representing the surface at the first frame of the video (recall that the deformable mesh at each frame \( t \), at each iteration \( k \) of geometric evolution and at each iteration \( l \) of topological evolution is denoted by \( M^{(l)} \)):

Iterate on \( t \)

Set \( M^{(0)}_0 = M^{(0)} \);

Extract silhouettes of frame \( t \);

Estimate 3D scene flow \( w_i \) for every vertex \( i \);

Estimate rotation matrix \( R^{(0)} + t^{(0)} \);

Pose register \( M^{(0)}_0 \) using \( R^{(0)} \) and \( t^{(0)} \);

Iterate on \( l \) (topology)

Activate all vertices

Iterate on \( k \) (geometry)

Restructure active edges in \( M^{(l)}_k \) by \( T_t \);

Displace active vertices in \( M^{(l)}_k \) by \( T_t \);

Detect and avoid collisions;

Smooth active vertices in \( M^{(l)}_k \) by \( T_t \);

Deactivate vertices that no longer move;

Till convergence \( M^{(l)}_{k_t} = T(M^{(l)}_{k_t}) \) (Eq. (3))

Till convergence \( M^{(l)}_{k_t} = U(M^{(l)}_{k_t}) \) (Eq. (5))

Set \( M^{(l)} = M^{(l)}_{k_t} \) as mesh representation of frame \( t \);

Till end of sequence

Note that the displacement and smoothing operators are applied only to active vertices of the deformable mesh whereas the restructuring operator is invoked only for active edges, that is, for edges with at least one active vertex. The vertices that are detected to no longer move through iterations of the deformation algorithm are deactivated. Thus as iterations proceed and as more and more vertices become inactive, the time spent at each iteration significantly reduces, yielding on overall a computationally efficient algorithm.

5.6. Representation load

The resulting mesh sequence, \( M^{(0)}, M^{(1)}, \ldots, M^{(l)} \), representing the time-varying shape, can be efficiently encoded in terms of small-scale vertex displacements and mesh operations along with the initial model and the pose registration parameters of each frame. We assume that the vertex coordinates are encoded using \( P \)-bit precision. We denote the total number of frames in the sequence by \( T \), the number of vertices at frame \( t \) by \( N_t \), the number of restructuring operations by \( N_r \), the number of newly appeared vertices due to edge splits by \( N_s \), and the ratio of the size of the box bounding the time-varying surface to the maximum displacement at frame \( t \), respectively for \( x, y, z \) directions, by \( s^x, s^y, s^z \). The bit-load \( B \) for the mesh sequence can then be calculated (omitting the bit-load for the initial mesh \( M^{(0)} \) and the topological operations (which are usually very few), and the parameter header for each frame) as follows:

\[
B = \sum_{t=1}^{T} \left( N_t - N_r \right) 3P - \left| \log_2 s^x \right| - \left| \log_2 s^y \right| - \left| \log_2 s^z \right| + 2N_r \log_2 N_r + 3N_r P,
\]  

(21)

\[x_{ik} = 1 - e^{-c_k}, \quad \beta_{ik} = 1 - \alpha_{ik}.
\]  

(19)

\[
\alpha_{ik} = 1 - \frac{\ln(0.5)\epsilon_{\text{min}}}{2||v||}.
\]  

Fig. 5. Three distinct cases for positioning of the deformable mesh with respect to the target surface prior to mesh evolution. The arrows show the direction of silhouette-based mesh evolution.
where the first term of the summation corresponds to the bit-load of the vertex displacements, the second term to the bit-load of the restructuring operations, and the third term corresponds to encoding of the newly appeared vertices with precision $P$. The bit-load of the $x$-component for each vertex displacement at frame $t$ is given by $P \log_2 s_{0,t}^x$ which is usually significantly less than the required bit precision $P$. The same argument holds for $y$ and $z$ directions as well. Noting that a restructuring operation can be represented by an edge and an edge can be represented with two vertex indices, the bit-load of a restructuring operation is twice the bit-load of a vertex index, $2 \log_2 N_v$, for every frame $t$. Note also that the number of newly appeared vertices, $N_v$, is at most equal to the number of edge split operations.

If each mesh representation in a sequence were to be encoded separately using the classical vertex-triangle list, then the bit-load $B_0$ of the whole sequence would be calculated as:

$$B_0 = \sum_{t=1}^{T} 3N_v \log_2 s_{0,t}^x + 6N_v \log_2 N_v.$$

where the first term in the summation corresponds to the bit-load of the vertex coordinates and the second term corresponds to the bit-load of the triangles. We assume that a triangle is represented with three vertex indices and that the number of triangles is twice the number of vertices. We have compared the representation efficiency of our method with the classical vertex-triangle list and observed that it provides at least 5 times encoding efficiency without applying any statistical compression, as will be presented in the experimental results section. Recall that we encode each vertex displacement by allocating a fixed bit budget based on the maximum displacement recorded at the current frame. Hence we note that there still remains significant statistical redundancy, especially for geometry encoding which dominates the overall bitload, that could be exploited using statistical compression techniques.

### 6. Experimental results

We have conducted experiments to demonstrate the performance of our shape tracking method on three different sequences, one synthetic and two real sequences. The synthetic mesh sequence, *Jumping Man*, originally reconstructed from a real scene [34], exhibits the realistic motion of the jumping act of a human actor in a skin-tight suit at 30 fps with 220 frames. We have artificially created the time-varying multiview silhouette images, each of size $1280 \times 1024$, from the 3D models of this sequence, using a horizontal circular camera configuration consisting of 16 cameras modeled with perspective projection. In the synthetic case, the silhouettes, the scene flow vectors and the camera calibration parameters are all given a priori, and hence we can assess the performance of our method in ideal conditions.

We have recorded two real video sequences at 30 fps by using a multicamera system equipped with 8 cameras ($1332 \times 980$). We have calibrated the multicamera system by using the technique described in [35]. For silhouette extraction, we have used the method presented in [36], which is based on statistical modeling of the background pixel colors with a training set of background images. To improve the accuracy of the silhouette extraction process, we have employed an artificial black background. The first real sequence is a relatively long sequence (1280 frames) with various types of actions such as standing, walking, running, jumping, turning, stretching and kick-boxing. In this sequence the human actor wears a loose clothing, hence her motion contains some small amount of non-rigidity (see Fig. 6). On the other hand, the second real sequence contains the highly non-rigid motion of an actor while taking off and putting on his hat (see Fig. 1).

We reconstruct the initial mesh $M^{(0)}$ using the silhouette-based static object reconstruction method described in [16]. This method employs a deformation scheme that is similar to the one described in this paper. The resolution of the deformable mesh model, hence the value of $\epsilon_{\text{min}}$ is chosen small enough to describe small shape details for accuracy but as large as possible to reduce the total vertex count for efficiency. We have experimented with different values of $\epsilon_{\text{min}}$ on the first frame of the Jumping Man and observed a break point in the reconstruction error at $\epsilon_{\text{min}} = 0.025$. We have used this value, which corresponds 2.5% of the radius of the bounding sphere at the first frame, as a lower bound for reconstruction of all our sequences as they all similarly contain a human actor in the scene.

#### 6.1. Tracking results

For each of the sequences, we consider three different tracking schemes. In the first one, the deformation is driven only by silhouette-based displacements without employing any pose registration or scene flow vectors. In the second, we additionally employ pose registration (PR) and in the third one, we consider the complete scheme, i.e., we also integrate the 3D scene flow vectors to the deformation process. We will refer to these three schemes, resep-
tively, as (1) Silhouette-only, (2) Silhouette-PR, and (3) Silhouette-PR-3DSF.

6.1.1. Synthetic Jumping Man

In Fig. 7, we display sample frames from the mesh sequence reconstructed with $\epsilon_{\text{min}} = 0.025$ by employing the complete shape tracking scheme, that is, Silhouette-PR-3DSF. Although some geometric discrepancies can be observed on the reconstructed meshes as compared to the original geometry, which are mainly due to the well known limitations of shape-from-silhouette approach, the geometry is recovered from the available 16 multiview silhouettes as smoothly and as faithfully to the original as possible.

In Table 1, we provide average statistics per frame to quantitatively assess the performance of our method under three different schemes. The maximum vertex displacement magnitudes and reconstruction errors given in this table are normalized with respect to the radius of the bounding sphere. Recall that the maximum vertex displacement of the deformable mesh within a given frame transition determines how many bits would be necessary to encode a vertex displacement. Likewise, the number of restructuring operations also contributes to the representation load of each frame. We observe that adding more and more components to the base scheme improves the performance by decreasing

![Fig. 7](image-url) Sample reconstructions from Jumping Man sequence (left), along with the original models (right).

![Fig. 8](image-url) Number of restructuring operations (top) and reconstruction time (bottom) for individual frames of the Jumping Man.

<table>
<thead>
<tr>
<th></th>
<th>Sil-only</th>
<th>Sil-PR</th>
<th>Sil-PR-3DSF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split (#)</td>
<td>38.6</td>
<td>14.2</td>
<td>2.8</td>
</tr>
<tr>
<td>Collapse (#)</td>
<td>45.2</td>
<td>13.0</td>
<td>2.2</td>
</tr>
<tr>
<td>Flip (#)</td>
<td>86.8</td>
<td>28.6</td>
<td>6.6</td>
</tr>
<tr>
<td>Time (s)</td>
<td>37.4</td>
<td>16.3</td>
<td>9.7</td>
</tr>
<tr>
<td>Iteration (#)</td>
<td>54.4</td>
<td>34.2</td>
<td>21.4</td>
</tr>
<tr>
<td>Max disp. ($\times 10^{-3}$)</td>
<td>107</td>
<td>63</td>
<td>49</td>
</tr>
<tr>
<td>Reconst. error ($\times 10^{-3}$)</td>
<td>4.41</td>
<td>4.37</td>
<td>4.35</td>
</tr>
</tbody>
</table>

Table 1

Average statistics per frame for the Jumping Man.
both reconstruction time and representation load (the execution times given have been measured on a 2.2 GHz AMD Athlon 4200 + dual core processor). Also note that the average reconstruction error decreases only slightly as expected since inserting additional components into the deformation scheme rather aims to improve stability and efficiency, not the reconstruction quality. We finally note that the tracking process fails several times over the whole sequence when Silhouette-only or Silhouette-PR scheme is in use, whereas we have successfully tracked the whole time-varying geometry with Silhouette-PR-3DSF. For the frames of failure, we have resumed tracking by reconstructing the model from scratch and assumed that the statistics of each such frame is the same as the previous frame (note that in our experiments we have not incorporated any topological operations that would handle the case (c) of Fig. 5). In Fig. 8, we plot the total number of restructuring operations and reconstruction time for individual frames. As expected, we observe increases in the operation count, which implies more changes in mesh connectivity, as well as in reconstruction time, along the frames where the motion of the object is faster. The four global peaks observed in the operation count and reconstruction time plots correspond to the four jumping acts (two times forward and backward) in the sequence. The local maximum within each of these peaks is mainly due to the fast local motion of the arms while jumping. Note also that no topological operation is needed for reconstruction of this sequence since the Jumping Man contains no self-collision.

We have tested the performance of our shape tracking method also at a higher resolution ($e_{\text{min}} = 0.025$ vs. $e_{\text{min}} = 0.015$). The average statistics per frame in terms of triangle number, operation count, iteration number and reconstruction time, are given in Table 2. We observe that the efficiency decreases as the value of $e_{\text{min}}$ decreases while the quality of the reconstruction does not significantly improve. Note also that the computation time mainly depends on the size of the mesh and the number of iterations. While the dependence of the overall algorithmic complexity on the mesh size is $O(N \log N)$ as dictated by the collision detection algorithm, the dependence on the number of iterations is lower than linear complexity since as iterations proceed and as more and more vertices become inactive, the time spent at each iteration significantly reduces.

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>$e_{\text{min}} = 0.025$</th>
<th>$e_{\text{min}} = 0.015$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangle (#)</td>
<td>2790</td>
<td>8454</td>
</tr>
<tr>
<td>Operation (#)</td>
<td>11.6</td>
<td>72.1</td>
</tr>
<tr>
<td>Iteration (#)</td>
<td>21.4</td>
<td>48.1</td>
</tr>
<tr>
<td>Recons. time (s)</td>
<td>9.7</td>
<td>54.7</td>
</tr>
</tbody>
</table>

6.1.2. Real Sequence 1

In Fig. 10, we display sample frames from the mesh sequence reconstructed with $e_{\text{min}} = 0.025$ along with sample images from the eight available silhouettes. In Table 3 we provide average statistics per frame to quantitatively assess the performance of our method for three different schemes with different settings of the parameter $\gamma$. Recall from Section 5.4 that the parameter $\gamma$ determines how long the scene flow information will be effective on the deformation process. The reconstruction times given in the

---

**Fig. 9.** Deformable mesh at various iterations for transition from frame 26 to 27. Blue (dark), white and green areas correspond to IN, OUT, and ON vertices, respectively.

**Silhouette-only**

**Silhouette-PR**

**Silhouette-PR-3DSF**
table do not include the time spent for scene flow estimation which takes about 4.5 s/frame. We have been able to successfully track the time-varying geometry using the Silhouette-PR-3DSF scheme, whereas shape tracking has failed on several occasions when Silhouette-only or Silhouette-PR schemes is in use, especially at certain frames that exhibit We observe from Table 3 that adding more and more components to the base scheme improves the efficiency, though the 3D scene flow vectors, when read from the ground-truth, were more beneficial in the synthetic case.

Table 3

Average statistics per frame for Real Sequence 1.

<table>
<thead>
<tr>
<th></th>
<th>Sil-only</th>
<th>Sil-PR</th>
<th>Sil-PR-3DSF γ = 0.5</th>
<th>Sil-PR-3DSF γ = 1.0</th>
<th>Sil-PR-3DSF γ = 1.5</th>
<th>Sil-PR-3DSF γ = 2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split (#)</td>
<td>41.5</td>
<td>20.5</td>
<td>16.5</td>
<td>16.8</td>
<td>17.3</td>
<td></td>
</tr>
<tr>
<td>Collapse (#)</td>
<td>49.1</td>
<td>23.8</td>
<td>18.1</td>
<td>17.2</td>
<td>17.4</td>
<td>18.0</td>
</tr>
<tr>
<td>Flip (#)</td>
<td>104.4</td>
<td>53.4</td>
<td>46.2</td>
<td>47.9</td>
<td>49.9</td>
<td></td>
</tr>
<tr>
<td>Time (s)</td>
<td>32.9</td>
<td>21.1</td>
<td>12.7</td>
<td>15.8</td>
<td>19.1</td>
<td>21.7</td>
</tr>
<tr>
<td>Iteration (#)</td>
<td>69.2</td>
<td>54.9</td>
<td>36.1</td>
<td>41.0</td>
<td>53.0</td>
<td>62.8</td>
</tr>
<tr>
<td>Max disp. (×10⁻²)</td>
<td>111</td>
<td>81</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>78</td>
</tr>
</tbody>
</table>

Fig. 10. Samples from the reconstructed mesh sequence, one for each type of action, displayed together with two of the corresponding silhouette images from Real Sequence 1.

Fig. 11 plots the number of restructuring operations and reconstruction time for individual frames. We observe that the initial frames of the sequence exhibit almost no motion, so the mesh connectivity is preserved and the restructuring operation count remains almost zero throughout these frames for all three schemes. The oscillations observed throughout “walking” and “running” frames are mainly due to the fast motion of the body parts while taking a step (rise) and relatively slower motion while having the feet on the ground (fall). Note also that the frequency and the intensity of the oscillations at “running” are almost twice the oscillations at “walking” as expected. “Jumping” is the action with the strongest global translation while “turning” is the action with the strongest global rotation. Hence, the benefit of pose registration is observed to be the highest for these two actions. The local motion is the strongest in “kick-boxing” (with two punches and two kicks). Therefore the benefit of scene flow assistance is observed to be the highest in this action. In Fig. 12, we display the deformable mesh at various iterations within a frame transition for the Silhouette-PR and Silhouette-PR-3DSF schemes using two different settings of γ. We clearly observe the benefit of scene flow integration which smoothly guides the leg towards its target, especially with the setting γ = 1.5, i.e., when the scene flow remains effective on the deformation process for a sufficiently long duration. As observed from Table 3, the number of iterations and the convergence time per frame increase only slightly as the value of γ increases. We also note that a total of 13 topological split and 13 merge operations are needed for reconstruction of the sequence to handle surface contacts which are mostly due to the collisions between the legs as well as those between the arms and the torso.

In Fig. 13, we visualize the estimated 3D scene flow vectors on sample reconstructions. The time share of different tasks in scene flow computation is approximately 0.4, 3.1 and 1.0 s, respectively for building the 3D voxel grid and visibility, calculating the 2D optical flows, and estimating the 3D scene flow. To compute the 2D optical flow vectors, we have used a Lucas–Kanade implementation of three-level hierarchy and a window size of 30 × 30 pixels.
6.1.3 Real Sequence 2

Our third experiment aims to track the shape of an actor wearing a hat so as to challenge our shape tracking scheme in a video sequence with severe non-rigid motion that cannot be handled using fixed-connectivity methods (see Fig. 1). The particularity of this video sequence is that the topology of the shape changes due to the motion of the hat which moves between the actor’s hand and his head, also yielding covered and uncovered surface parts. By utilizing two topological split and two merge operations in total along with a number of restructuring operations, we have successfully tracked a multiview video sequence of 165 frames, which includes taking off the hat and then putting on it back, starting from an initial reconstruction and using the Silhouette-PR-3DSF scheme with $e_{\text{min}} = 0.018$. Fig. 14 displays the reconstruction process at two different instances to demonstrate how topology operators are incorporated into the deformation scheme. In this experiment, the reconstruction of the mesh sequence, which contains approximately 7.1 K triangles on average, has required about 50 restructuring operations and 32.7 s of computation time per frame.

**Fig. 11.** Number of restructuring operations (top) and reconstruction time (bottom) for individual frames of Real Sequence 1.

**Fig. 12.** Zoom on the deformable mesh at various iterations for transition from frame 1255 to frame 1256.
6.2. Representation efficiency

Table 4 provides the bit-load $B$ of each sequence when encoded with the encoding scheme described in Section 5.6 as compared to the bit-load $B_0$ when encoded with the standard vertex-triangle list approach, both using 12-bit geometric precision. The results show that the representation load efficiency of the former strategy is at least 5 times better than the classical approach. We also observe that the contribution of restructuring operations to the total bit-load (including the cost of the newly appeared vertices), that we denote by $B_{op}$, is only marginal. We note that the storage costs of the initial mesh representation, the parameter header and the topological operations, which are all negligible, have not been included in the bit-loads given in the table.

7. Conclusion

We have presented a deformation-based technique to track and reconstruct the time-varying shape of a dynamic object from its multiview images. Our findings can be summarized as follows:

- The time-varying shape can successfully be tracked from the multiview images of a moving object using mesh deformation. This is mostly thanks to the robustness of the mesh evolution process coupled with restructuring and topological operations as well as an efficient collision detection method.
- Since the mesh representation at each frame is reconstructed by evolving the mesh obtained at the previous frame, the overall reconstruction of the time-varying geometry is obtained in a fast manner.
- The time-varying shape can be encoded in terms of restructuring operations and small-scale vertex displacements possibly along with a very few number of topological operations, hence the resulting representation is space efficient.
- Both the connectivity and the geometry of the object can be tracked, hence our method is topology-adaptive and applicable to objects exhibiting non-rigid motion.
- The resulting mesh representation is as smooth as possible with the available data, both in time and space.
- Since our method does not assume any prior object model, it can be applied to any shape, that however makes in turn the quality of the reconstruction heavily dependent on the quality of the extracted silhouettes.

The main limitations of the presented method are that the resulting surface representations lack the ability to model hidden cavities and that the quality of the reconstructions is restricted with the number of available camera views, which are both classical limitations of the shape-from-silhouette techniques. One can overcome the latter restriction, to some degree, simply by increasing the number of cameras used during video acquisition. We note that such multiview video recording systems, which employ 16 or even more cameras, are becoming more and more commonplace. As future work we plan to address both of these limitations. Currently we utilize the multiview texture information only to compute the 3D scene flow vectors. However the multistereo information, that could be extracted from multiview texture images, can be used to further enhance the produced silhouette-based reconstructions so as to capture finer surface concavities.
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Appendix A. Supplementary material

Shape tracking animation videos. The animation videos of the reconstructions of all three sequences can be accessed from the public web site http://mvgl.ku.edu.tr/shapetracking/, and also as supplementary content through the publisher’s web site. The videos include wireframe animations of the reconstructed mesh sequences for Jumping Man, Real Sequence 1 and Real Sequence 2, as well as the shaded version of the Real Sequence 1 reconstruction, each with a view from the original sequence displayed at the upper-left corner. While the minimum edge length parameter $\epsilon_{\text{min}}$ used for reconstruction of Jumping Man and Real Sequence 1 is 0.025, this value is 0.018 for Real Sequence 2. For all cases, the Silhouette-PR-3DSF scheme has been used and the parameters are set to be $k = 3$ and $\gamma = 1.5$. All videos are downsampled to 15 fps. Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/j.cviu.2012.07.001.
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